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MESSAGE FROM MMTC C HAIR

Dear MMTC fellow members, Around fourty
TC  members

At the beginning of year 2011, | wish all of you a attended our 2

healthy, prosperous, and happy new year! | alsdour TC

wish 2011 become another successful year fomeeting on Dec.

MMTC community with strong growth and many 9 (Thursday) at

achievements in both rearch efforts and the

professional activities. Intercontinental
Hotel, Miami,

MMTC had its last meeting 3 weeks ago at Miamiwhich covered

during IEEE GLOBECOM 2010. As many TC presentation and

members had attended adisdussionssen

GLOBECOM turned out to be thmost successful around 25

meetinginte ¢ o n f e ryeanhistery, aghi§ 3 topics including

annual flagship event of the IEEE Communicationsconference

Society (ComSoc) set numerous milestonesactivities reports from GLOBECOM 2010, ICC

including number of attendees (2,500+); symposia2011, ICME 2011 and GLOBEQ® 2011, IG

and workshop paper submissions (4,614); lowesteports from all 13 IGs, Board reports from

tutorial acceptance ratio (8%); highest number ofmembership, award, and service boards, activity

tutorial registrations with over 300 attendees pereports from ElLetter and RlLetter, and status

session; largest team of volunteers (8,500+yeports from ICME and TMM steering committee.

contributing to the c oRléaserseecrbelosv@ snapshots af thes reeptingacom, t h e

largest number of higprofile invited speakers and the fill attendee list can be found in next page.

(100+) delivering keynote and plenary sessions,

technical sympsia, workshops, panels and

tutorials (469).The pictures below demonstrate

how the tutorials and talks were attended.

In order to create a better home event for MMTC
members to meet and gather, TC decides to found

http://www.comsoc.org/~mmc/ 3/59 Vol. 6, No. 1, January2011
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an annual workshop called MMCom (International
Workshop on Multimedia Communications), to be Appendix

held in conjunctin with the future GLOBECOMs Attendee List of MMTC meeting @ Miami

in December every year. | would like to thank the
following members who take the responsibility to Bin Wei
cochair the first
at Houston, Texas.

ChangWen Chen
e Prof. Dr. Thomas Magedanz, Fraunhofer

Wani
FOKUS/ T. U. Berlin, Ganany Ca(r:'“;;' ‘U
e Prof. Jiangtao (Gene) Wen, Tsinghua D. K y s
University, Chira an feun sung
Lei Cao

e Dr. Xiaoli Chu, King's College, UK

e Prof. YungHisang Lu, Purdue University, ~Jianwei Huang
USA LiSong Xu

More det ail s wife adid@oethd Vincent Wong
shortly, please support this new event by Lin Cai
submitting your papers. Andres Kwashski
Martin Reisslein
Khaled EtMaleh
ChongGang Wang
Yung-Hsisang Lu
Wendi Heinzelman
Leonardo Badia

On the other hand, | would like to call for
nominations for the following 2 opportunities:

e TPC Chair of IEEE ICME 2012 at
Melbourne, Australia, representing
MMTC

e Steering Committee member of IEEE

CCNC, representing MMTC AmdreaZamecca
If you are interested at any of thepportunities  Philip Chou
above, please send your setfimination to me at  XianBin Wang

haohongwang@gmail.corhy Feb. 1, 2011with HsiacChun Wu
your bio and short description of your background shiwen Mao
and experiences in conference organizing. The zp, Ly
election wil be conducted by our 40 IG Chairs and
they will select the final winners of these two
positions, based on the same procedure we use
before for the ICME Steering Committee voting
member election.

Jaim Lloret

ascal Lorenz
Madjid Merabti
DaPeng Oliver Wu
Sanjeer Mebrotra
At last but not the least, | would like to encourage Jin Li
our members to submit papers to IEEE ICME 2011 Tsungnan Lin
workshops at Barcelona, Spain  Luigi Atzori
(http://www.icme2011.org/ The paper submission  Tansy Alpcar
deadline ifeb. 2Q 2011. LingFen Sun

Vince Poor
Rob Fish
Xi Zhang

Thank you very much!

Haohong Wang
Chair of Multimedia Communication TC of IEEE

ComSoc

http://www.comsoc.org/~mmc/ 4/59

AT&T Labs - Research

ver si 0gnhnBuford MMCoO Ryafa MPCOo Mo 1 1)

SUNY-Buffalo

National Taiwan University
University of SouthertCalifornia
KAIST

University of Mississippi

The Chinese University of Hong Kong
University of Nebraskd.incoln
University of British Columbia
University of Victoia

Rochester Insitute of Technology
Arizona State Universtiy
Qualcom

InterDigital Communications
Purdue University

University of Rochester

IMT Lucca

University of Padova

Microsoft Research

University of Western Ontario
Louisiana State University
Auburn University

AT&T Labs - Research
Polytechnic University of Vaeencia
University of Kaule Alsace
Liverpool John Moore University UK
University of Florida

Microsoft Research

Microsoft Research

National Taiwan University
University of Cagliari (IT)

Tech. Univ. Berlin (Ger)
University of Plymouth (UK)
Princeton University
NETovations Group

Texas A&M University
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SPECIAL ISSUE ON HUMAN -CENTRIC MULTIMEDIA COMMUNICATIONS

Advances in HumanCentric Multimedia Communications

Guest Editor: Zhenzhong Chen, Nanyang Technological University, Singapore
zzcher@ieeeorg

Recent advances in broadband networking aneducation. The authors ohe third paper, titled

multimedia technologies have led to the explosioni Mul t i medi a Technol ogy for N
of multimedia services. With the rapid growth of On | i ne L e ¢ inttoduees thlel advanzas in

demand for multimedia content production, accessmu | t i medi a technol ogi es t o en
and distribution, the evolution has changed fromview experiene. They presentheir online lecture

the static sy®mcentric communications to the platform, Stanford ClassXin which some user

dynamic humastentric communications including friendly features such as instructor tracking and

producing, sharing, and interaction. Hurtan interactive pan/tilt/zoomare integrated

computerand humasio-human technologies have

led to many innovations by promptingtandard In the papefi The Cont ext Does Matter
resolution digital video broadcasting immersive t he Dat a Pi , ptleesuthard notTood ay 0
multimedia entertainment, loguality video introduce their work on thecontextaware

conferencing to higlend telepresencdraditional  techniques foronline social networks but also

audiovideo study to advanced haptiadiovisual  share their views on how contektiven

framework The advanced applications not only applications will impact user collaborat®rand

require overcoming challengeef systerlevel interactiors.

servces but also enhancirguality of experience

(QoE) for end usersin this special issyethe The authors of t he p-aper iCom
editorial team has the great honoritwite some Vi s u al Scene Anal yiimé s 0 prese
pioneer researchersfor eight invited paperso  computational audieisual scene  analysis

present their statef-the-art accomplishments, (CAVSA) system. It consists of microphone

share their latesexperiences, and outline future sensors, multicore processers, cameras, as well as

directions in  humancentric  multimedia  various software modules. It will have lotgrm

communications. impacts on multimedia apphtions such as
surveillance and telpresence.

The first paper, titled fiPerceptual Haptic Dat a

Reduction in Telepresence and Teleactionlnteractive multimedia streaming is a key issue in

Systemso, addresses s ehumaneentric kwdtignedia sosmumisations.f Twot h e

efficient communication of hajgt signals. The papers in this special issue present novel solutions
authors introduce typical telepresence andn this area. The paper titled fiAut onomo
teleaction (TPTA) systems and discuss theinfrastructures for networked interactive and
importance of haptic compression/data reductiorpersonalizedme d i a e X, pirgroducesn ane 0
scheme in such a communication system. Thisnteractive video streaming system as well as a
article provides some useful guidelines for thepersonalized video summarization frameworke
system design ral implementation for human paperii Hi-djnensional Media Compression for
machine interaction, virtual reality, etc. I nt er act i v eonsBersy e aditenging o
issue in interactive streaming, i.e., how to compress
I n the second articl e, highdiaensonalA wdatae n Several a spkcifiE y e
Contact i n Mul t i medi a apdicationsuareidiscassadi@awhdrs alsd poiat
authors discuss the gaze awareness and eye contactt the importance of integrating coding and
in immersive multimedia communicationghich  streamingechniques
enrich the user experience in the collaboration

meeting. Different solutionsfdhe video crossalk  The papefi Semant i ¢ liondog UserAdapt at
reduction are introduced. The developed systent e nt r i ¢ Mo bi | e addiesptheay Devi ce
shows the promising natural interaction for remotehuman factors in mobile applicatioasd presents

users. a semantic image adaptation schemeBayesian

fusion approaclis developed fotow level features
Using multimedia technologies to asdis¢ online  andhigh level semanticsThis novel system brings
education plays an important role in tod&  mobile users bettesisualexperience.
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Computer Science and Control (INRIA), France.
I hope you will enjoy this special issue dedicated toHe held visiting positions at Universite Catholique
humancentric multimedia communications. de Louvan (UCL), Belgium, and Microsoft
Research Asia, Beijing.

Zhenzhong Chen He serves as voting member of IEEE Multimedia
received the B.Eng. degree Communications Technical Committee (MMTC),
from Huazhong University invited member of IEEE MMTC Interest Group of
of Science and Techrmdy  Quality of Experience for  Multimedia
(HUST) and the Ph.D. Communications (QoEIG) (20312012), technical
degree from Chinese program committee member of I|IEEE ICC,
University of Hong Kong GLOBECOM, CCNC, and ICME. He has <o
(CUHK), both in electrical organized several special sessions at international
engineering. His current conferences, including IEEE ICIP 2010, IEEE
research interests include ICME 2010, and Packet Video 2010. He serves as
video signal processing, a guest editor of dwnal of Visual Communication
visual perception, and multimedia communicationsand Image Representation. He received CUHK
He is currently a Lee Kuan Yewsearch fellow at Faculty Outstanding Ph.D. Thesis Award,
Nanyang Technological University (NTU), Microsoft Fellowship, and ERCIM Alain
Singapore. Before joining NTU, he was an ERCIM Bensoussan Fellowship. He is a member of IEEE
fellow at National Institute for Research in
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Perceptual Haptic Data Reductionin Telepresence and Teleaction Systems
Fernanda Brandi, Rahul Chaudhari, Sandra Hirche, Julius Kammerl, Eckehard

Steinbachandlason Vittorias Technische Universitat Minchen, Munich, Germany
{fernanda.brandi, rahul.chaudhari, hirche, kammerl, eckehard.steinbach, vittorias}@tum.de

1. Introduction networks like the Internet. This leads to a packet
Vision and hearing play significant rolein the  being triggeed for transmission at every
perceptionof our surroundingsThis fact has aptly millisecond (corresponding to the stringently
justified and reinforced our inclination of focusing required haptic update rates of 1 kHz). Essentially,
research in mamachine interaction traditionally too many packets are generated too fast with
on these modalitiesnspired by the recent progress relatively less worth of information conveyed.
in humanmachine interaction, robotics,and  Previous studies have establishke tact that such
augmented reality, antemporary scigists and high packetates are difficult to maintain over
engineers are concentrating efforts towards generalpurpose networks like the Internet].[ A
seamlessly integratintdpe hapticmodality with the  good haptic compression/data reduction scheme
well established ones of audio and vidéithis  should solve this predicament.
realization is rapidly gaining the field of haptics
(from theGreekhaptikos pertaining to the sensé 2. Perceptual coding of haptic signals
touch), the attention that it has rightfully deserved. Perceptual deadband dimg (PDC) schems are
developedto cope with tkse challengeq3]. The

il Aot VORI b PDC approachexploits the limitatiors of human
Onerator A~ Theopemter haptic perceptionfor lossy data reduction. It is
SJ a o summarized by a simple mathematical relationship
~ L& between the physical intensity of aptia stimulus
) ? \j | and its phenomenologically perceived intensity
N L (known as the Weber's law). When trying to

Hap;:c Display
Figure 1: Schematic overview of a vistedptic
telepresence and telemanipulation system (adapte
from [1]).

perceive the differencketween physical quantities
ée.g. weights) in succession, it is not the difference
itself that makes an impression upon us, eathe
ratio of this difference to the magnitude of the first

In particular, typical telepresence and teleactionquam'ty' Ths ratio isconstanindis denoted bk,

. a percentile value. We translate this observation
(TPTA) systems rely on haptics. these systems a . .
human operator controls a retaoteleoperator that Weber made to our field of interesamely

through a humaisystem interface device. As soon perceptual haptic data reductiomy defining

as the teleoperator encounters contact with it%ircigﬁjabfgtﬁﬁsz?slﬁs the(arcz?v;k?llcleedcgggd:sn?rom
surroundings, corresponding  feedback s 9 P 9

transmitted to be displayed to the human operatorlfnpercfa'yable changes n haptic 5'9”'?1'5- By
The ®mmunication system therefore closes atransmlttmg only those haptic samples which lead

global control loop. In this way, the TPTA system to a perceivable change, we can S|gn|_f|cant|y
X . ) . _decrease the padkeate on the network without
enables the perception of objects including

. . - . . impairing the user experienceThe samples
physical manipulation as well sensintheir P 9 P b

material properties.An overview of a TPTA sklppeq from Fransrmssmn are approxmate_d at the
. * g other side bysimple interpolation schemes like the
system is illustrated in Fig. 1. ~ N . .
fihold last sampleapproach or via linear
L R . rediction The size of such a deadband
Communication unreliabilities, such as time delayp
conéroolled b¥ t(§1e|: p%areametii( The grgateléh(te

and packet loss, can  hide |s,ptﬁe larger “the deadBa%dnd hénce

Stat.)'“ty resulting n dange_rous unbound(.adapplied perceptual thresholdSubstantialaverage
oscillations of the devices. Besides that, reductlor‘haptic data reductiorof up to 8590% of the

of the tral_'lsmltted hapt!c daf[a reqUITeS  ProPely i erwise bulky datais obtained using this
reconstruction onhie receiver side to guarantee a

approach.
stable system.

IF%mc")s
the

3. Multi ple-Degreeof-FreedomExtension
Realworld TPTA systems deploy typically more
than onedegreeof-freedom (DoF). In order to

For reasons of stability, haptic data sampéee
typically transmitted immediately upon generation
on a 1 packet/sample basis for padikaesed

http://www.comsoc.org/~mmc/ 7/59 Vol.6, No.], January 2011
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enable perceptual data reduction in mDiiF 5. Error-Resilient Haptic Data Reduction
TPTA scenarios, 4] proposes the construction of InternetbasedTPTA systemsare subject tpacket
an isotropic deadzone. In two ddmsions, the delays, jitter and packet losses. Particularly, when
deadzone can be described by a circular; in threpacket losses occur in haptic communication while
dimensions by a spherical region which is centeredising the PDC scheme in combination with
at the tip of the currently applied haptic samplepredictive codingseveral artifacts can be obsed
vectors. Furthermore, its radius is defined to be an the reconstructed signal such as bouncing,
fraction of the hptic sample magnitudédowever, increasedoughnessandfigl ue &Jf f ect 0
when extending the haptic data reduction schemes
from a singleDoF to multiDoFs, the spatial Due to strict delay constraints traditional packet
orientation of haptic sample vectors acts as aross compensation strategies such as
additional perceptual domain Therefore, its  retransmissions based on thoets are not feasible
influence on haptic perception thresholds is to beor haptic communiation. Therefore, in order to
investicated. In this context, psychophysical achieve erroresilient haptic data reduction, [13]
experiments ing] reveal that haptic force feedback proposes the construction of a Markov tetmilar
perception is a function of the spatial orientation ofto [14] that enables the estimation of the most
the force feedback itself. In order to adopt thelikely state of the receiver. This allows us to
perceptual deadband scheme to these findirs, [ adaptively add redundancg the haptic channel if
proposes té construction of a novel deadzonethe estimated state at the receiver significantly
shape that takes the form of a frustum of a cone. lneviates from the desired signal trajectory and if
this way, the perceptual data reduction approaclhis deviation becomes perceivable. Combined
can reflect the dependencies of the spatial directiomwith the stateof-the-art haptic data reduction
of force feedback onto the perceptual thresholdsipproaches we can achieve perceptugiore
which allows fora significant improvement in data resilient haptic communicatiolA more extensive
reduction performance discussion of the challenges of haptic
communication can be found in [15]
4. Control Issues
Several control architectures have been proposed ®. Conclusionand Future Work
enable stable TPTA sessions in the presence diNith recent advances in haptic technology, the
communication unreliabilities. To guarantee efficient communication of haptic sigmsalis
stability when there is an arbitilyrlarge constant gaining relevance. Integrating more degrets
time delay in the network the scattering freedom leads to an increased amount of data and
transformation is proposed irY][ Instead of the strict delay constraints result in high update packet
power conjugated variables, i.e. force and velocityrates in the network. We address this challenge by
a linear combination of them is transmitted. Thedeploying a mathematical model of human
time-varying delay and packet loss challersye  perceptionfor multiple degreesf-freedomwhich
addressed i8] and P] respectively. allows the reduction of the packet ratg up to
90%. Moreover, the stability issues due to packet
By requiring each subsystem of the TPTA systemlosses and delays Yabeen successfully addressed
to dissipate energy, and therefore be mordrom a control engineering perspective. Amor-
conservative, stability can be guaranteed. Using theesilient perceptu& coding for networked haptic
same rationale for the data reconstruction strategieisiteractionhas been developed allowing the haptic
of a hapticdata reduction algorithm, stability is communication to operate seamlessly while
shownfor the PDCapproachin [10]. For robotic operating in the presence of adverse
systems with more than one degadfdreedomthe  communication conditions.
corresponding data reduction algorithm and an
optimizationnbased reconstruction strategy areFuture work will address the extension of the
presented in [1]. model of the humanhaptic perception by
integrating additional findings from psychophysics,
The selectedcontrol architecture determines apart such as multimodal dependencies and dynamic
from stability, the robustness and transparenafy perception  thresholds. A comprehensive
the TPTA systemA detailed discussion exceeds psychophysical model furthermore enables the
the scope of this article and the reader is referred tdevelopment of novel methods for objective
the survey article [2]. quality evabation. The complexity of the error
resilient haptic communication approach is also to
be decreased and its efficiency further improved.
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Gaze Awareness and Eye Contact in Multimedia Communications
Kar-Han Tan, Ramin Samadani, and John ApostolopotBsLabs, Palo Alto,
California, USA
{karhan.tanramin.samadani, john_apostolopoul@hp.com

1. The Human Connection This situation where two users are talking to each
Peopledo their best work ircollaborative social other but not appeamnto be facing one another
networks With advances in multimedia even when they are trying to make eye contact is
communications technologies it is now possibleclearly unnatural. For some users it can be
even for geographically distributed teams todisturbing- to the point where thegvoid looking
collaborate productively. Modern teams work at the displays during a meeting.

together across great distances and time zones

without havingto endure the inconveniences of 3. Gaze Awareness

frequent intercontinental travel. Fewer flights alsoAnother important aspect of a I@Eborative
mean reductions in expenses and lowemmeeting is the ability to share documents and here
environmental impact. reproducing the natural spatial relationship
Early video conferencing systems suffered frombetween users and documents is also a challenge.
technical issues like inadequate image quality andn a coelocated meeting users can look at a shared
noticeable md-to-end latencies. As a result these document either printed in hardcopy or on a
systems of ten i nt er f erdispawand h is ¢ady ¢o referste specific pontians u r a |
social interactions because the experience deliveredf the shared document by pointing or simply by
lacked spontaneity[5]. These issues were largely looking In a remote collaboration system, often a
addressed in recent years by high end visuathared document is displayed on a screen
collaboration systemfom HP, Cisco, Tandberg, separating the users, and it is impossible to infer
PolyCom, and LifeSize. Using high quality which part of the document a user is looking at. In
cameras and displays to deliver low latency videopther wordsgaze awarenessith respect to shared
these systems create a realistic, immersivanediaislacking n t oday6s col l aboratio
experience where meeting participants feel as if

they are cdocated in the same room, andnc 4. State of the Art

naturally interact with one another without having The twin problems of eye contact and gaze

to worry about technology getting in the way. awareness has long been recognized as key issues
standing in the way of truly natural remote
2. Spatial Relationships collaboration experiences. Jonesed a light field

Although much progress has been made irdisplay in canbination with a realime 3D capture
improving remote collaboration experiences, theresystem todeliver oneto-many eye contac{8].

are still qualitative gaps between a meimeeting Gemmel used3D graphics to modify images to
and a real, natural fage-face meeting. One of the improve facial expressions and gaze awarefgss
areas where the difference is significant is theln both cases, it is often easy for a user to see that
sense of spatial relationships among meeting h e r e mot egeryuis eithér snot ifullya
participants, an important aspect of truly immersivephotorealistic or has been unnaturally manipulated,
collaboration systems [2]. Ideally, if thersse of which takes away from how immersive the
space were faithfully reproduced, then to address axperience can be.

meeting participant one would simply turn to face

that person and start talking. In a real meeting, th&Seethrough displays offer a promising approach
person being spoken to would know it simply for improved eye contact and gaze awareness.
because the first participant would be facingilor ~ Research in transparentgiays [4] is driven by a
her, and the two can makge contacif they wish  number of new applications like collaboration [6,

t o. I n todayoés col | aborla]i igesturebasgds usermnteractidmi [§] and mp |l e b u't
important interaction is in fact generally impossibleaugmented  reality [1]. For collaboration
Except i n i mited 6 s w apelicatiorss,ghede displaysodisglay mpfarmatianifoo n s

usually when two users are positioned in¢kater each local participant and capture infotioa to

of their respective rooms, when user A turns todeliver to the remote participant through the same

face a remote user B sur face, as shown in Fig. 1.
(rendered on a local display), user B will not see acamera with the participant display allows good

frontal image of user A with associated eye contaceye contact and gaze awareness [11]. Collaboration
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systemsbased on sethrough displaysare ofta
afflicted by videocrosstalk which arises when the
video signal to be displayed to tHecal user
interferes with the local video signal that one
desires taapture with the camera

6. Video crosstalk reduction

A variety of techniques have been propasfor
cross talk reduction. The most common approaches & ,
utilize hardware to multiplex, in different ways, the ~ Figure 1. Two users collaborating on
two signals. In [7] a liquid crystal switching  ConnectBoard prototype with support for e
diffuser provides temporal multiplexing of the  contactand gaze awareness.

signals by switching between diffusing display and _ _
transparent capture for gesture based interactiomttp://www.usco.com/en/US/prod/coIIateraI/ps7060/|dc_
In [6] a switching diffuser is discussed for ve_to_tp_spectrum.pdf

lab . licati Th h [3] J. Gemmell, K. Toyama, C. L. Ziwk, T. Kang, and
collaboration applications. at paper, however,g" Seitz, fiGaze -canfranciegnAss f or

implements instead a prototype based ONsoftwarea ppr oach, 6 | EEE Muil3s i Medi a
polarization multiplexed signals combined with a 2000.

half-silvered mirror collaboration surface that [4] P. Gorrn, M. Sander, J. Meyer, M. Kriger, E. Becker,

needs to be at 45 degrees to vertical. A recenitl.-H. Johannes, W. Kowalski and T. Riedl, Towards
approach [11] uses a holographic diffusing screerseethrough displgs: fully transparent  thiilm

together with light wavelength  division tr_ansistors driving transparent organic ligimitting
multiplexing which allows a natural, vertical diodesAdvanced MaterialsMarch, 2006.

. . [(] HP Halo Collaboration White  Paper
surface for collaboration with gaze awarenies http://h20338.www2.hp.com/enterprise/downloads/Halo

. . Collaboration_White Paper 3 21 06.pdf
An alternative approach for cretsk reduction [g/H. | shii and M. Kobayashi, @

uses softwar@nly signal processing for cre&sk  mediumfor shared drawing and conversation with eye
reduction [10]. Using this approach, no additionalc o n t a €HI 1982, pip.r526532.
hardware is required, there is no light loss througH7] S. Izadi, S. Hodges, S. Taylor, D. Rosenfeld, N.
the system, nor is synchronization between camer¥illar, A. Butler, andJ .  West hues, fiGoing
and projector required, since the method is able td;\llii‘t)cl;%blz d?flé,rfzcg rteChgg(l)og% Vé't_? aglectroncally
reconstruct timeunsynchronized signals through :
careful photometric, geometric and optical [8] A. Jones, M. Lang, G. Fyffe, X. Yu, J. Busch, I.
Charac_t(_arization of the projector camera system. contact in aoneto-many 3d video teleconferencing
In addition, software based approaches also apply y s t ie AEMBSIGGRAPH 2009.
to a broad rage of collaboration applications. In [9] [9] M. Li ao, M. Sun, R. Yang,
a software crostalk classification method is and AccurateVisual Echo Cancelation in a Fudliplex
applied to digital white board sharing. ProjectorcameraS y s t KEBE TBAMI, vol. 30, no. 10,

pp. 18311840, 2008.
7. Summary [10] R. SamadaniJ. Apostolopoulos|. Robinson, and

New technologies and system prototypes areS:-H: Tan. Video CrossTalk Reduction and
providing imprgved eye co)|/1tact ggze (!vsarenes ynchronizéion for Two-Way Cdlaboration.ICIP 2010

. . . 11] K.-H. Tan |[|. Robinson B. Culbertsm, J.
and shared media capabés, which in turn Apostolopoulos. Enabling Genuine Eye Contact and

provide rich new collaboration experiences. -See accurate Gaze in Remote Collaboration. ICME 2010
through displays offer great support for these newHp LabsTechnical RepdtHPL-201096
experiences. Crogslk reduction for these displays

is a key technical challenge being actively
addressed by recent research.
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Multimedia Technology for Next Generation Online Lecture Mdeo
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Engineering Stanford University, Stanford, CA 943Q55A
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1. Introduction smooth region following and wide area covering.
Recent years have seamramatic growth in online More recent work, however, takes a different
education. According to a recent Sloan Onlineapproach for automated capturing, [8, 13.
Learning Suvey, the number of US online students Thanks to advanced video coding algorithms such
has increased by almost one million in 2009 [ as H.264/AVC[9], it becomes possible to capture
This corresponds to a growth rate of 21%, whichhigh-quality,  highresolution  lectures into
far exceeds the 2% growth in the overall manageable sizes (e.g., a dmur HD lecture
population of higher education. Online educationtakes only around 7GB). Therefore, recent work
allows students to study negials at their own proposes to employ an eifie-shelf AVCHD
convenient time and location. Moreover, freecamera mounted statically on a tripod to capture
online programs, such as MIT OpenCourseWafe [ the entire fieldof-view as well as fine detai (text,

or Stanford Engineering Everywher8],[provide f i gur e s, instructords face,

people from around the world with the opportunity streaming to remote clients and viewing on hon
to access higlguality education. HD displays or mobé terminals, [8]proposs to
transcode the captured videos into multiple tiles
Central © online education is lecture video and resolution layers, so that usetected region
capturing and viewing. Nowadays, many lecturesof-interests (Rol) can beeadily extracted and
are being recorded and made available to studenttreamed. Note that such coding algorithm can
through the Internet. Quality of these lecturealso improve viewing experience, as will be
videos plag a crucial role in the overall online discussed. Alternatively, H.264/AVC Scalable
education experience. n Ispite of its importance, Video Coding (SVC) extensiorl]] or automatic
lecturecaptureremairs costly and ratheanefficient.  cropping [7, 8] can be employed to facilitate
Often, expensive camcorders and specialecture delivery and display.
equipments are needed to be installed |l&xture
recording. Dedicated staff iquired for camera Unmanned video capture using -tifie-shef
operation ad postprocessing. Videos are often equipments may occasionally suffer from
being delivered in rather lowesolutions with degradation. Automatic low-costrestoratios are
inflexible formats. Students have no control overimportant to deal with these issues, especially for
the view regions, and there is no adaptation tanstitutions wih costconstraints.For example,12]

individual need and pace. These hinderproposes an owdf-focus video restoration
widespread deployment of online education andalgorithm  with  reasonable  computational
undermne its effectiveness. complexity by leveraging slide images as side

information in the process.
In this article, we briefly discuss how advances in
multimedia processing and computer @isicould 3. Multimedia technology to improve viewing
enablenext generation online lecture videos, which experience
are of lower cost, more engaging and effective.Often, different students would want to focus on
We also report a recent projeamploying different regions of a lecture scene. For instance,
advanced online lecture technology. one may want to watch the instructor, while

another may choose to focus on the blackboard
2. Multimedia technology to enable lowcost content. To fulfill individual Rol needs, Stanford
capturing and delivery ClassX [13] uses spatiatrandomaccessenabled
According to f], a key to enable lowost online  video compression [8, 10] along with an advanced
lecture is to reduce the recurring labor cost in videaclient-server protocol to enable interactive
capturing and processing. Thus,nmanned panftilt/zoom lecture viewing. In particular,
camcorders have beenmfsearch interese.g.,[5,  ClassXcreates multiple resolution layers from the
6]. For instance, Microsof€Cam2[6] uses speaker captured video. Each layer isbglivided into tiles,
tracking to control a pan/tilt/zzoom (PTZ) cameraand tiles are compressed independently using
for automated capturing. A digital/ieanical H.264/AVC. Upon receiving a Rol request, the
hybrid tracking scheme isleveloped to achieve server determines the relevant tiles and streams
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them to the clienfor rendering. The result is a
system  providing studentcentric  viewing In addition, blackboard images can be extracted
experience, where students carateh their own from the videos for displaying alongside or for
Rol according to theineeds. downloading as handouts. Quadrangle detection
technigues previously discussed can be used to
Viewing experience can also be improved bylocate the boards. Geometriectification and
blackboard enhancement. Sometimes, thémage enhancement can be applied to improve the
handwritings on blackboards can be difficult to readability of the boardnageq14].
recognize in videos due to background dirt, low
contrast or poor illumination. Image enhancementSometimes students mayant to eview only part
can be applied to make kbkboard contents easier of the lecture about a particular conceptt is
to read (Figure 1). Blackboards can be advantageous to summarize and index the lecture
automatically located in videos with edge detectionarchives to facilitate searching by the users. For
and Hough transform followed by quadrangle example, videos can be segmented accoriripe
detection 13, 14. Handwritings and backgrounds content, and visualization tools such as concept
can be separated and processed diffgrensing maps [18] can be usedto represent the
adaptive thresholding techniquesich as Otsu relationships betweervideo segments.  Slide
algorithm on local windowsl1[3, 15]. recognition [8]can be leveaged to facilitate this
summarization process In particular, textual
To better capture audience questions, microphonaformation available in the synchronized slides
arrays and sound source localiaa algorthms can be used to annotate the videos and infer the
can be employefb]. relationships between video segments.

Effectiveness of online lectures can also be
improved by analyzing the usage information such
as viewer trajectories or video playback statistics.
These analyses provide useful feedsacto
students and instructors. For example, if a certain
e — - sectiomn of the video is being watched multiple

(a) Original blackboard image times by sme students, this could indicate that the
discussed conceptould be complex. Besides,
multimedia social network technology such as
Internet forums, blogs, wikis or presentation
sharing can facilitate and encourage collaboration
among students, leading témprovement in
learning effectiveness.

~ (b) Enhanced blackboard image 5. Example: Stanford ClassX
ClassXis an interactive online lecture capturing
Figure 1. Blackboard enhancement result usinggnd viewing system developed at Stanford

adaptive contrast enhancement []_3] Univgrsity [8, 13] Unlike eXiSting so!uti0n§ that
restrict the user to watch only a piefined view,

4. Multimedia technology to improve ClassX allows interactive pan/tilt/zoom while
effectiveness of online lecture watching the lectures. In additioBlassXsupports
There are various techniques to improve the automatic tracking of instructors and automatic
effectiveness of online lecttse For example, synchronization of slide images with videos. The
electronic slides can be displayed alongside wittsystem has been used in dozens of Stanford courses
the relevant sections of the videos for easyand colloquia during a pilot deployment period of
reference. Several approaches have been proposg@ar one year. Future plan is to rele@essXas
for automatic synchronizationbetween slide Open source softwar® promote research in next
images and videos, including those based on tex@eneration online lecture videdhat offers a
recognition L6] and local feature matching?, §.  cheaper and a more effective solutiom Ioth
To speed up procsimg of the entire lecture, lew —content disibutors andviewers

complexity slide change detection can be applied to

the video to identify the keyframes for slide  References
synchronizatior8]. [1] I. E. Allen and J. Seamaglass Difference: Online
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The Context Does Matter: Beyondhe Data Pipes of Today
Jacob Chakareski, EPFL, Lausanne, Switzerland
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1. Introduction fabric between the particgmts. Finally, caching
We are witnessing annparalleledintegrationof  can also benefit from social network data, as shown
computercommunication technologies. People, in the study on shostideo sharing in the context of
devices, and computers inter@icivays unforeseen peerto-peer networks [4]. The conteaware
before. At the heart of these technologicaltechniques outlined here will become even more
advances lies our drive tdnterconnect and important in the future, due to trexpected wave
immerse mto the environmentn particular,social ~ of network traffic caused by live mediach
networking has become a centerpiece of our onlineommunication in online communities [5].

activities. From content sharing to live

communication, wetend to carry out all these For instructional reasons, we will describe further
activities througlcommunitysites thawe frequent the framework of [2] in the remainder of the
on a daily basis. Theiis a growing understanding section. In particular, each member of the online
that engineering systems can benefit from thecommunty is characterized in [2] by a set of social
deluge of contextual information that is generatedcontacts and a set of preferences for the content
by our participation in online social networkhis  items shared in the social network. The underlying
article will highlight the major application areas of transport network serving the online community is

contextdriven computingand communications characterized by uplink and downlink capacities
affiliated with the nodes of the social graph, as well
2. From User-Centric to Context-Driven as by transmission costs of data communication

Traditionally, information systems have been between two social contacts in the graph. Via linear
designed in a modular fashiofihe seven layer programming the authors optimize the information
Open Systems Interconnect (O%tference model flow of the transport network, per unit cost of data
for communication networks is a prime example oftransmissin. In particular, by placing network
this design strategy [1]. Analogously,many resources on more popular content and less costly
computercommunicatios technologies employed data links, substantial gains are achieved over
today consider the actions dhdividual users as network allocation serving the social graph that
semantically independent of each othdrhis disregards such information in its operation. Note
modular contexagnostic approach to systems that the latter onés typical for present overlay
design and operation has multipledvantages networks created by social contacts for the purpose
including lower complexity, easier inteperability, of content sharing.
and lower cost. However, at the same time it
precludesexploiting prospective interdependenciesIn addition, the framework in [2] is employed to
acrossthe different system layeraind users that in  design a network directory service for efficient
turn can lead toinefficient performanceand content discovery in pedo-peer systems based on
customemdissatisfaction sodal network information. Specifically, each node
in the overlay registers its content preferences with
In the rest of the paper, we will overview severala management server that keeps track of the peer
application areas where conteware operation population. The tracker also registers the cost of
can provide substantial benefits, in our opinion.  data communication between nodes in the overlay
usingan ISP portal. Such portals are increasingly
3. Networking becoming common nowadays as ISPs seek to
As shown recently, data networks can considerablgonstructively address the issue of ptepeer
boost their performance over multiple criteria by traffic engineering. A lowcomplexity optimization
taking into account social data. In particular, algorithm is then designed that selects an
efficient flow allocation, packet scheduling, and appropriate set of prosp@ec neighbour nodes in
directory (lookup) services can be enabled bythe overlay for an incoming peer. The set will
exploiting the social graph and the content maximize the likelihood of discovering a desired
preferences of the online community [2]. Similarly, content item in the overlay for the incoming peer,
in [3] the authors have shown that routing in per unit cost of data transmission. The optimization
mobile adhoc networks can be provided, at lower achieves that by correlating thentent preferences
cost, by taking advantage of the reported sociabf the new peer with those of the nodes already
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present in the overlay, while taking into accountunderstanding exhibited by existing media
the wunderlying cost of data communication. analytics solutionscan be substantially reduced.
Analogously, the algorithm detects (loelis) the  For examplethe most popular content segments
desired content item in the overlay in tHegest can be identified bystudying the behavioral and
possible time. Significant gains in terms of interactivity pattern of the audiencas shown in
likelihood and speed of content discovery, as well[11]. Similarly, computing theaggregate behaviour
as savings in transmission cost are reported in [2]of an online community over its individual data
relative to conventional network directory services. feeds can enable retine event detection, as
demonstrated by a recent study of Twitter data [12].
Finally, contextdriven packet scheduling ialso  Finally, recommendation systems, targeted
studied within the framework of [2]. In particular, advertising [13,14], and viral marketing, ayet
the authors desigrnan efficient algorithm for  further application scenarios where semantic
scheduling the exchange of data packets betweeaccuracy gains can be achieved via cortexare
social contacts interested in a content item. Theperation. Such gains will necessarily lead to
contextaware scheduling can operate coherentlyhigher customer satisfaction and profit margins.
with the previous optimization techniques of [2]
described above, as each addresses a different d&alnformation Retrieval
communication aspect in an online community. Information retrieval and searcheawo other areas
The algorithm takes into account the importance othat can be greatly facilitated by ¢ioying
each data unit, its availability in a neighbourhoodcontextual information. He key to such
of contacts, heir dynamically varying networks performance improvement techniques studied,
resources., and any history of prior datae.g., in [2,13,14],is to take advantage of the
transmissions. Thereby, the scheduling maximizegorrelation between the content preferences of
the utility of data exchange in a social graph, forsocial comacts, a phenomenon known as
the given available network resources. Substantighomophily[15]. Interestingly, recent studi¢s6,17]
gains in terms of video qugl of the delivered have shown that we tend to search for information
content are reported in [2], over contagnostic via our online community contacts. For example,

packet scheduling schemes Twitter's search engine receives around 600 million
queries per day{18]. The rationale behind this
4. Cyber Security phenomenon is that we generally trust more the

There is a range of applications in the field ofinformation obtained via our social network than
cyber security where contegtiven operation can that praluced by online search engines.

make a difference. For exampleolluding of

copyrighted content replicdsy malicious users in 7. Conclusions

P2P networks can be effectively prevented byThe road to the contexware future is not easy.
taking into account their social structuf@]. In The integration of the socialayer into the
addition, building trust relationships and avoiding operation of the various applications reviewed in
freeriding in P2P systems can be achieved bythis article requires a thorough revision of present
inviting social contacts to join the same P2Psystem  architectures.  Simultaneously, the
network, as studied for example in [7,8]. Similarly, supporting algorithms and protocols that such
the authors in [9,10] have shown that userapplications will employ will necessarily become
cooperation can be enhanced by employing sociainore complex, which is yet another disadvantage.
contacts as helpers in a P2P environment. Finallyl-inally, a concerted effort on the part of industry
network anomaly detéion can profit by knowing with respect to standardization will be required if
the social structure between examined (existingsuch solutions should receive a wide adoption.
nodes in the network and nodes that need to be

investigated for malicious activities via their traffic It goes without saying though that every major

patterns. shift in design principles and operation strategies in
the history of modern information systems required
5. Content Analysis time and perseverance. Contelxiven applications

A number of diverse applications of content have the potential to profoundly change the ways
aralysis and understanding can benefit from thein which we collaborate and interact. At the same
contextual information that a social network time, tey can provide novel perspectives of
provides. In particular, yotaking into account the ourselves as a community in our increasingly
social engagement and interaction under which theligital world. Therefore, we should give them all
data was created or consumed, the semantic gap the required attention on their prospective road to
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1. Overview

Humandés ability to

comprehend a

computer interaction, just to name a few.

compl ex scene

instantaneously and effortlessly is remarkable. ToAt Microsoft Research, we developed a e

date, how to program a computer to mintigs
mysteriousbiological processs far from certain.

CAVSA system using ofthe-shelf web cameras
and microphone sensors. This system is capable of

Along with the dramatic increase ofthe answering thefollowing questions regarding a
computational power, emory, and bandwidthof = room scene: 1. How many people are there in the
modern computers, we can expect to perfornrroom? 2. Where are their locations? 3. What are
certain simplified scene analysis tasks usingtheir look directions? 4. Who among them is
automatic algorithms. The field of computational speaking? Our design principles were rooted in the
audiovisual scene analysis (CAVSA) concerns theneeds of practical application$: Real time. The

use of a computer to automatically detect andsystem must be able to generate scene analysis
locate objects (esp. people) in a scene, track theiesults at a fast rate of at least 24 frames per second.
3D movements, identify and isolate sounds in a2. Easy configuration and setup The system
complex mixture, and associate the individualmust be easily configurable. The number and
sounds with their respective sources, based oplacement of sensors must be flexible. Sensor
audio and visual cues captured by camera andalibration must be sufficiently convenient. No
microphone senssr Undoubtedly, this is an special hardware is required. Good scalability.
extremely challenging problem which has attractedThe system must support the easy incorporation of
continuous research efforts from the multimediaan unlimited number of additional sensors
and computer vision communities. CAVSA has (provided that there are sufficient computational
many potential applications in various areas suctpower, memory,and bandwidth) to facilitate the

as smart surveillance, humanoid robsti tele  analysis of larger scenes and to enhance the scene
presence, telenmersion, and intelligent human analysis results.

/The CAVSA System

Calibration

Post
Processing

Capture Analysis

Microphone sensors

WL

[ e 2
External sound card

Camera Sync. Video Visual Scene

sesawed qajn.

e

Audio Scene

Sync. Audio

Microphone

Multi-core PC

Joint C/M Joint Sync. A/V

.

Figure 1: A schematic overview diagram of our CAVSA system.

Figure 1 schematically illustrates the hardwareanalysis, and post processing. The system was built

components and software architecture of ourunder Windows XP using Microsoft Visual Studio

CAVSA system. The hardware components2 0 0 8, and is highly multithre
include a multicore PC, 4 USB web cameras, 7 work flow is as follows: Thevisual cuesare

microphone sensors, and a firewire external soundnultiple images of the scene, synchronously

card. The software architeceurs composed of four captured by the cameréi®m different anglesAt

essential parts, namely calibration, captureeach time instapta multiview face detectofl] is
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first applied to identify the locati@of all faces in  There are four major functional modules operating
all images. The detected faces arehen on the visual scene, including a multithreaded face
correspondd across multiple calibrated cameras.detector that concurrently locates all faces in all
After that, the 3D locatiomand orientation®f the  camera images, a multamera facecorresponder
facesare recovered The audio cues are multiple that matches the same faces across different camera
audio signals captured synchronously by theimages, a stereo triangulator that recovers the 3D
microphone sensors at a sample rate ol 4#z. locations of the faces, and a pose estimator that
The time delays ddrrival (TDOA) for the different  determines the 3D poses of the faces. Likewise,
signals are exploited to find the sound sourcethere are two functional modules operating the
location Finally, the analysis results from the audio scene, namely a voice activity detector
audio and visual modalities are fused to determingVAD) [7] that separates human speech from

the speaker in the scene. ambient noise, and a sound source localizer (SSL)
that finds the 3D location of the speaker using the
2. Hardware steered response power (SRP) and peak picking

One of our design principles demantts|at no  methods [8] The results from the audio and visual
special hardware devices should be required. Oumodalities are then combined to accurately
hardware system consists of anc@e PC, a determine the speaker. Finally, the post processing
MOTU 828pre firewire external sound card [2], 4 part is responsible for completing some extra work
Logitech Quickcam Pro 9000 USB web camerassuch as maintaining the person identities across
and 7 tiny microphone sensors. These are all offmultiple sessions.
theshelf devces that may be directly acquired
from the market. The cameras are mounted at thd. Conclusion
four top corners of the room, and connected to th&Ve developed a redime CAVSA system based
PC through USB cables. The microphone sensorsn off-theshelf web cameras and microphone
are attached to the four walls, and connected to theensors, which is used to analyze a room scene.
PC via the firewire extaal sound card. Our design The analysis results may be exploited to aid smart
assures that the number of cameras andurveillance and telpresence applications. The
microphone sensors can be configured, and théeld of CAVSA is yet underway. We believe that
placement of them is flexible, although certainour system can advance the state of the art and
optimized placement of the sensors may facilitatehave a potential business impact.
the analysis task better [3].
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1. Introduction 2. Interactive video streaming

Todayos medi a c 0 n s ump tThisofinst scenaol fuile exploits aherderadtion
increased usecentric adaptation of contents, to capabilities offered by the network infrastructure.
meet the requirements of users having differentAs depicted in Fig.1, dedicated automatic video
expectations in terms of stotglling, and analysis tools are developed to split some initial
heterogeneous constraints in terms of accessontentinto nonoverlapping segments, antb
devices. Individuals want ot access contents generatemultiple cropped(for zoomin) or sub
through a personalized service that is able teampled(spatially or temporallyyersions for each
provide what they are interested in, at the timesegmentEach version of each segment is encoded.
when they want it, and through the distribution The user then gets the opportunity to select
chanrel of their choice. In this letteiwe explain interactively a preferred version among the
how it is possible to address this chafjenby  multiple streams that are offered to render the
merging computer vision tools and networking sceneat hand [2] (S)he gets the opportunity to
technologies to automate the collection orzoom in the video, to move forward or backward
adaptation of contents, so as to personalize theiacross time, or to request a replay of some actions.
distribution through interactive services. To demonstrate our system, automatic methods
From the network perspective, our approach buildhrave been designed and implemented for
on an interactive streaming architecture that segmenting and versioning the input vid=antent
supports both user feedback interpretation, andn a semantically meaningful way, both in
temporal juxtaposition of multiple video bitstreams surveillance and soccer game contgRis

in a single streaming session. An instance of this

architecture has been implemented by extending __VideoContent Database

the liveMedia streaming librgr and using the et = sueaming s
H.264/AVC standard1]. In this framework, the ‘QXX) D ‘o‘»‘% Seer e e P
initial video content is split into segments that are ——

encoded independently and potentially with distinct Matadata i

parameters. The server can then decide on the fI " e o] Seslon

which segment and which version oftit send as a - Formaidata -

function of how it matches the preferences
expressed by the user or the network constraints. ‘ e
On the client side, two scenarios are envisioned tc Enhanced cordent
collect user preferences. The first scenario 1 iewnen
implements a set of dedicated RT8Fmmands Figure 1. The content enhancement unit creates
that ae exploited by the client tcontrol on-the-fly multiple versions of nowverlapping content
the switching betweenhe multiple versions of the segments, to be streamed through the interactive
preencoded video segmentdn contrast, the architecture.
second scenario queries the client-lofé, and
builds the summary to forward based on the3. Automatic and personalized summarization
preferences expresdy the user, either in terms The second scenario does not considethefly
of scene content or narrative style. interactive feeback from the user. Instead, it
collects the preferences of the user beforehand, to
In Section 2, w& explain howthe first scenario can edit a personalizedvideo summary,based on the
be exploited to facilitate the accesso high-  concatenation of prencoded video clipsOur
resolution video content through individual and proposed system, depicted in Fig.2, adopts a divide
bandwidthconstrained connections, aspigally  and conquer paradigm [4Bpecifically, the video
encountered on mobile networksSection 3 s split into semanticallyneaningful sements, i.e.
considers the second scenario, and defines how t@to segments whicare coherent with thactions
build personalized summaries as a resourcefthe game.
allocation problem. Section 4 concludes. A generic resource allocation framewaisk then
envisionedto adapt the selection of audiovisual
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segments to be inadled in the summary according sceneautomatic scene analysis, camera viewpoint
to the needsand preferences of the user. Seber selection & control, aneultimately the generation
contending local stories, also named -subof summaries through automatic organization of
summaries, areconsidered to present each stories.

segment, so that not only the content, but &hso

narrative style of thsummary can be adapted to Specifically, salientvideo segmentsire identified
userrequirementsHence, by tuning the benefit and based on game actionscognition, which in turns
the cost of the local stories, our framewonkhich  rely on player movement analysis and scoreboard
searches fothe combination of subummaries that monitoring. Player detection and tracking rely on
maximizes the overall (useiependent) benefit the fusion of the foreground likelihood information
under a global duration ostraint becomes able to computed in each cameraew, whichovercomes
balance -in a natural and personal wayhe the traditional hurdles associated with singlewi
semantic (what is included in the summary) andanalysis, such as occlusions amddowg6].

narrative (how it igresented to the user) aspects of

the summary. This is a fundamentdifference, Obviously, given the framework presented in Fig.2,
compared to the approachéisat arebased on the more action types are recognized, the more
filtering or ranking mechanismso extract the  opportunities we have to personalizee tvideo
actions thabestmatch the theme requestedtg  summaries by refining the benefit function

user, without taking care of fluent stetslling. definition. In order to produce semantically
meaningful and perceptually comfortable video
Ve = wideo clips summaries, based on the extraction of-snhges
o /7~ ™ from the raw content, we introduce three
e - - e mm—— Video Segments ~
Construct Construct Construct Construct fundamental ConceptS; amime I y nco mp | etenes:
=y WO fOES T candidate ismoot hnessofland fAfinenessao
- Pl : 11Sub-summaries . .
=TTl Ty oy S e Completeness stands for both the integrity of
Senefits Costs” view rendering in  camera/viewpoint
Ganerated Summary selection, and that of stotglling in
Figure 2. Summarization framework [4] summary.

e Smoothness refers to the graceful
displacement of the \virtual camera
viewpoint, and to the continuous stery
telling resulting from the selection of
contiguous temporal segments. Preserving
smoothness is important to avoid distracting
the viewer from the story with abrupt
changes of viewpoint.

e Fineness refers to the amounf detail
provided about the rendered action. Spatially,
it favors close views. Temporally, it implies
redundant storelling, including replays.
Increasing the fineness of a video does not
only improve the viewing experience, but is
also essential in guidg the emotional
involvement of viewers through the use of
closeup shots.

The proposed framework is defifitegeneric and
flexible, since the cost and benefit functions can be
tuned to the application needRecently it has
beendeployed to summarize(1l) the sporevent
content broadcasted by common TV chanijé]s
and (2) the content produced throughtomatic
production toolg5].

In the first casethe video is split into clips, based
on conventional shot (or clip) boundary detection
tools. The camera switching patterns and the view
type structure of the clips are then investigated to
divide the autb-visual feed into nomverlapping
and semantically meaningful segmentsot kpot
detection relies on audio analysis. Due to the lack
of space, we refer the readers to an earlier
publication for a detailed description of the system
and focus on the sectnscenario, which offers
even more flexibility in terms of adaptation to user
needs.

"The integrated framework resulting from the above
consideration is described in [6], and has been
successfully demonstrated in the context of basket
ball games coverage.

For this second scenario, considered by the FP7

European project APIDIS (www.apidis.org), the 4. _ConcUsmns -
generation of concise video reports of the gameThIS letter ha_s surveyed a number of works aming
involves numerous integratetechnologies and at personalizing the access to content, based either

methodologies, includinguulti-view capture of the on interactive streaming mechanisms, or on -user
driven edition of summary report. Through the
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letter, we observe thatnalysis directly impacts Fusion, 114(6), 66680, 2010

personalization mechanismi the sense that (1) [6] Fan Chen, D. Delannay, C. De Vleeschouwer, and P.
richer semantic knowledge increases inenber of E?onc'islj)ct:’tio:\lm:)l? 'Szrsgﬁzﬂzeg/@%go fsol:m nf\:h;)”;c)”;ius
ppportunities for personalizati'on and (2) an "Computer Vision &ér Multimedia A Iic'ationS'
|ncr§ased ?‘C.C“ra‘.‘y the analysiseduces the need Methclnods and Solutions" (Edited by Jinju?lpWang, Jian
for interactivity, since an gutonompus sys'tem Caltheng, and Shugiang Jiang), IGI Global, September
then takehe summary edition decisions by itself 2010, 1SBN10: 160960024X

The letter also reveals thauiti-views acquisitions

offers both effective analysis solutionsand )

redundantmedia contentwhich in turns increases il Christophe - De

the flexibility when selecting samples to produce Vleeschouwer is  a
visually pleaant content. In final, multi-camera permapent Reseqrch
autonomous production can provide practical Associate of the Belgian
solutions to a wide range of applications, such as NSF and an Assistant
personalized access to local sport events through &8 Professor at UCL. He was
web portal or a mobile hargkt, coseffective and a senior research engineer
fully automated prodttion of content dedicated to with the IMEC

smallaudience, or even automatic log in of Multimedia  Information
annotations. Compression Systems

group (19992000), and a
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High-dimensional Media Compression for Interactive Streaming
Gene Cheuy, National Institute of Informatics, Tokyo, Japan
Ngai-Man Cheug, Stanford University, Stanford, CA
cheung@nii.ac.jpncheung@stanford.edu

1. Interaction with High -dimensional Media decoder with certainty for prediction of the target
Due to the decreasing cost of media capturingsubset, and traditiondifferential coding cannot be
devices and the proliferation of gal networks, applied as is. A simple alternative strategy is to
available media datasets are now in much higheforego differential coding all together and encode
dimension than traditional media like 2D imagesevery media subset independently. However, this
and singleview video. For examplemultiview  will result in a large server transmission rate, since
videoshave beercaptured using up to 100 time no correlation amongsubsets is exploited for
syndironized cameras [FMO06]. Due to inherent coding gain.

physical limitations, however, display terminals

typically show only a subset of the media to the3. Compression for Interactive Streaming

viewers in lower dimension (e.g., only a single Over the past few years, resgaers have devised
video view can be displayed on a conventionalnovel codingstructures and techniques to achieve
monitor at any point inime no matter how many different tradeoffs between mediateractivity and
views were captured). Typically then, a client coding efficiency. We provide a brief sampling of
browses the highimensional media by observing compression techniques for different interactive
low-dimensional media subsets in successiorstreaming applications in this paper. They include:
across time.Interactive streamingcaptures this reversible video playback, interactive light field
media interaction between server and clieat streaming, interactive multiview videorsaming,
client continuously requests successive -low and interactive regieof-interest (Rol) video
dimensional media subsets of her choosing, and istreaming.

response the server transmits appropriate data for

the client to reconstruct requested media subsetReversible video playbacksuch as backwardlay,
for display. By transmitting only data backwardstep or fasbackward hagarnered a fair
corresponding to hie requested media subsetsamountof research interest [WV99, LZ01, FCO6,
instead of the entire higimensional media, CWO06]. These functionalities are particularly
interactive streaming can potentially reap useful for surveillance applications, where videos
tremendous bandwidth saving over fiateractive may be  carefully inspected in  both

streaming. forward/backward directions for unusual events.
Supporting reversible video playbackin
2. High-dimensional Data Compression MPEG/H.26X coded videos, however, is a

Compression of higdimensional media haseen challenging task, as differential coding is usually
intensively studied in the last few years, with theemployed to encode the video in the forwatdy

aim of improving the overall coding efficiency of direction only. Simple solution such as encoding
the entire data set. For exampraultiview video all frames independently using intreoding is
coding [MVCO08] compresses jointly all captured costly for stoage and transmission.Therefore,
images of all views across all time instants formore sophisticated approaches have been proposed.
optmal ratedistortion (RD) performance. For For example, [LZ01] presestl a MPEG/H.26X
interactive streaming in a steamdplayback compatible solution by generating a reverse
scenario (hence reéime encoding is not available), encoded bitstream in addition to the forward
however, the compression problem is moreencoded one. [CWO06] propakdo encodethe
challenging, because traditional differential codingvideo using distributed source coding (DSC) to
techniques used focoding of correlated data is facilitate reversible playback. In particular, the
now difficult to employ. Recall that differential DSC encoder generates parity information to
coding, typical in coding of singleiew video, represent the current frame. The amount of parity
assumes a previous frarfe, of time instanti-1 is is chosen so that current frame isdiiectionally
available at decoder for prediction of target imagedecodble, i.e., it can be reconstructed using either
F; of instanti, so that only differentialF; T F;; the previous or the subsequent frame as side
needs to be encoded. If media subset selection bipformation, for forward and backwargplay,
client at stream time is not known at coding time,respectively.

then no subset can be assumed to be available at
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Light field [LH96] is a large set of correlated captured at increasingly high resolution (e.g., Ultra
images of the same static scene taken from a 2BID), in many cases display termisatould be
arrayof closely spaced cameras. Typically, a clientrelatively small (e.g., on smaphones), or the
browses the light field data by observing singlecommunication bandwidth could be limited.
images along a view trajectory (contiguous Interactive Rol streaming addresses the problem by
succession of adjacent views) of her own choosingncoding the highesolution videos in a way that
across time. This assumption of only neighboringuserselected Rol can beeadily extracted and
view switches impés that one out of a small streaned. This leads to video streaming with
subset of adjacent frames must be available anteractive pan/tilt/zoom functionality, where only
decoder for prediction of the target image during athose regions of the videos that are desired at the
view-switch. [RGO04] proposed to differentially cl1 i ent 6s end are delivered.
encode one SRame for each predictor frame, so Rol streaming, [MBO7] proposia spatialrandom
that the server can transmit anP-Bame  accessnalled video compression algorithm,
corresponding to the predictor frame residing in thewhere differential coding is employed but the
decoder during stream time. The identical prediction structure is carefully designed to allow
construction property of Sffames ensures the Rol extraction. In particular, input video is
same reconstruction of the target image no matteencoded into multiple resolution layers. Each
which SRframe (corresponding to the predictor resolution layer is subdividethto different tiles.
frame in the decoder buffer) was actually Tiles in high resolution layers are predicted by
transmitted. Alternatively, [ARO4] proposed to use collocated tiles of the lowest resolution layer (base
DSC instead, where the number of Leastlayer) ofthe same time instant. To facilitate spatial
Significant Bits (LSB) biplanes that need to be random access, no temporal prediction is used for
transmitted depends on the quality of the sidehigh resolution layers. During the streaming
information; i.e., the maximum diffence between session, base layer is always delivered. Upon
the predictor frame at decoder and the target imageeceiving a Rol request from the client, high
resolution tiles of the corresponding spatial
Interactive multiview video streaming is an locations are streamed. Tile size could be
application where a streaming client observes aptimized by considering the tradeoff between
single view a time, butan interactively switch coding efficiency and pixel overhead.
viewsas video is played back in time unintqrted
To provide view switching capability for the 4. Future Work
observer while maintaining good compressionWhile coding techniques for different interactive
efficiency,[CO09] developed aedundant Pframe  streaming applications have been proposed to trade
representation where multiple Hrames are off compression efficiency with media interactivity,
encoded for the same originaicture and stored at several problems remain unsolved towards a
the encoder, eadhsinga different previous frame complete ad-to-end networked system. First, if the
as predictorthat was on a possible b s e r v Fangingsion network is packieiss prone, then an
navigation trajectory. Thus, severalffdmes are irrecoverably lost packet can lead to error
available to reconstruct a given frame whenpropagation in differentially coded frames. Due to
differentdecoding paths are followed. This reducesdifferent navigation trajectories possible in
the need for retracing andaés to overall lower interactive streaming, anticipating this error
bandwidth. Howeverpecause multiple redundant propagation a priori at coding time and devising an
P-frames are stored, overall storage is increased appropriate coding strategy to contain the damage
the sender. Note that aimmdiscriminate use of is one open problem. Second, typical transmission
redundant Hrame representation will lead to networks exhibit nomegligible rounetrip-time
exponential expenditure in storage. Toidwucha (RTT) delay between server andient, which
problem without resorting tbandwidthexpensive gr eat |l y affects the reaction
I-frame, [CO09b] devebped novel DSC media subset request. How intelligent coding
implementationgo merge multiple decoding paths structures and streaming protocols can be co
into a single frame represtation. Recent work designed to overcome this RTT interactive delay is
[CCO09] discussed preliminamesults of using-l P-  another open problem. We invite researchers in the
and DSC fames in an optimized structure for media communication research field to tackle these
interactive multiview video streaming. challenging problems in interactive streaming.

Interactive Rol streaming [MB0O7, MA10] stems References
from the challenge that while videos are being[FMO06] T. Fujii, T. Mori, K. Takeda, K. Mase, M.
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1. Introduction experiences. To carry out semantic based image
It has becoming more and more popular for useradaptation, semantic analysis to extract the key
to generate and sharthe media content on persons or objects and associate them with high
different types of terminals and networks throughlevel concept® is an indispensible step. The well
diverse portable mobile devices such as PDAk nown 06 s e maeaweenclowdesep vdsual
handheld PC and cellular phones. The popularity ofeatures and high level concepts is one critical
the mobile devices triggers the need for mobilechallenge we have to addrdesimage adaptation.
users to access and interact with theltimedia
content anywhere at any time. To facilitate mobileThe second critical challenge in image adaptation
usage, mobile devices are usually designed to bis how to narrow down the mobile user intention
light weight and to serve the short viewing gap. The mobile user intention gap is caused by the
distance. On one hand, such a design benefit®llowing: 1) The mobile device interface poses
mobility and allows ubiquitous access of great difficulty in obtaining useés r e al i ntenti or
multimedia contat; on the other hand, it has been because it often does not allow complicated inputs
the main reason for the small display size of mobileand frequent interactions. 2) The intention gap is
device and the main limiting obstacle to affectfurther broadened on mobile devices by the small
user 6s viewing exper i endsgays of mobile devices. When high definition

images are presented on small mobilevides,
Recent developments towards  ubiquitousdirect down sampling to meet mobile display
multimedia and the pressing need of improving thecapacity may lead to unacceptable quality or even
user os medi a eXx per i en aneecogtizableémagds.n v o k e d t he
paradigm shifting from traditional devigentric
multimedia to  contemporary  useentric  In this research, we develop a novel semantic
multimedia. In this new paradigm, users are placedmage adaptation scheme for heterogeneous mobile
in the center of ubiquitous multimedia environmentdisplay devices. This scheme intagad the content
and are provided with caess to personalized semantic importance with user preferences under
multimedia content intelligently. Regardless of limited mobile display constraints. The main
mobile device type and capabilities, seamlessnnovations of the proposed scheme are: 1)
access is desired to maximize the quality ofseamless integration of mobile user supplied query
experience for mobile users, based on the medimformation with low level image features to
content and wuser 6s i ntidentifyisemantically imporéast iniage\centens.l28 h  a
goal, proper adaptation on high resolution mediantegration of semantic importance and user
content is necessary to fit the various limitedfeedback to dynamically update mobile user
display of mobile devices, the heterogeneity ofpreferences. 3) Perceptually optimized adaptation
network links, and distinct customer intention of for image display on mobile devices.
mobile users.

2. Mobile User Guided Adaptation Sytem
To obtain adaptation results which are calesis 2.1. System Components
with the media contents and mobile user intentionsAs shown in Figure 1(a), the proposed system
the semantic gap and user intention gap are tweonsists of (1) an adaptation proxy to process user
critical challenges that need to be properlyrequest and feedback as well as to carry out
addressed. According t, human tends to view semantic extraction, user preference learning and
and comprehend the images basedsemantics @adaptation; (2) a server/databasesting original
which refers to the creatures and objectsconsumer photo content. ~ We assume the
comprising the scene and the relations among thannotation of the server side media content is

entities. Semantic based image adaptation aims ogsss,ﬁd ofﬁne_ Wh"e the q usc—ir_ reqlrcist and
providing mobile users better percel eedback processing is carried out in real time.
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2.2. System Workflow

The proposed system works as follows shown
in Figure 1(b), a user first inputs the semantic Q —
request in the form of the keywords for the desired i vore
media content through the user interface at the

(a)

Server
mobile device. Such a semantic request is then ser Adaptation Proxy
to the query processing module of the adigmta o e poduery _Que.y_,
proxy. As most people would like to input the | peviee |, Thombra Annotated
activities or events as the keywords, we assume th . Database
system takgs queries in the forr_n_of events. Upor e —
preprocessing, a request containing the semanti FSST—
event information is forwarded to the server or User Preferanca fearning "1 [ image Retrieval
databas, where the media contents are assume( | oDipeay| |  Semantic
already tagged with event concepts and othel pae :::"’f:e Reopaton | | corioves
annotations. The database retrieves the photos be andidatels Pt Annotated
matching the request and sends the top thumbna -
retrieval results to adaptation proxy. - =
Afterwards, as illustrated ifrigure 1(c) and (d), "ﬁ::f‘_"’""’“*\‘, Server
user selects thumbnails containing his/her _ Pheto Seleilon —
interested contents and then the server sends th o > Somanic \m—l
selected full size image to the adaptation proxy.| w5 | o sonaiiska | Exrecion s _
The original full size media contents stored on the e T Frgo |  Amotated
server cannot be directly displayed dme tuser Detaase
mobile devices due to the mismatch between thes: —

usually high resolution of original images and the
small display size and resolution of the mobile Figure 1.System Framework (a) General systet
devices. To provide optimal user perceptual(b) User query processirfg) Semanticimage
experiences, media content adaptation is necessaegaptatiorfor mobile user preference learning (i
to adapt the original media content into the Mobile user guided semanfihoto adaptatian
personalized form that is semantically important
and perceptually opt i malthe proposed hsgsten; unobilee msér supdieslr 6 s
interests while still meeting the display size semantic information is seamlessly integrated with
limitation. low level media features for important contents
extraction. The user feedbacks are integrated to
To refine the adapt at i oearn&nd updatedhHe mbbie usespecfeecelaseéd nt er est s |
user eedback is designed to learn the mobile useon the display capacity and the individual mobile
preference as shown in Figure 1(c) and (d). Sincaiser preference, the adaptation decision module
the system initially has no idea about the individualdetermines the parameters for adaptation
user6s true query i nt e nnanipulation whselect ane tresizee sonteny of he f i r s
batch of images for the given query of the currentdifferent significances. These parameters are fed
mobile user, he/she can select several thumbnailito adaptdbn server to generate optimal
of interest as shown in (c). Then, the adaptatioradaptation results to send to the mobile users. This
proxy will present four adaptation candidates forsystem intends to provide mobile user desired
each selected image. Next, the mobile user caphoto adaptation with personalized optimal
grade these adaptation candidates with preferengeerceptual experience under various limited display
values tothem. Afterwards, the preference valuessizes. This paper mainly foces on the semantic
are fed back to the adaptation proxy for userextraction, mobile user preference learning and
preference learning. Subsequently, as shown in (dadaptation modules, which will be introduced in
when the user select an image of interest, theletails in the following sections.
system will present the optimal personalized
adaptation to the user uedthe mobile display 3. Brief Description of Key Components
constraints and update the user preference
continuously. 3.1. Mobile User Guided Adaptation System
To provide high qualitysemantic adaptation under
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display limitations, it is necessary to identify the
location of the semantically important objects with

necessary to learn from users the subjective
Preference Value (PV) on different objects. We

different relevance to the corresponding eventsadopt the welknown relevance feedback concept
such as bride in wedding photos. In this research[5] to bridge the intention gap in retrieving neo

to extract these key caaits, we design a Bayesian
fusion approach to properly integrate low level

relevant i mages consi

features with high level semantics. The innovationThe feedback process for user PV learning and
of the proposed extraction method resides in theupdating is illustrated in Figure 3. For each query,
seamless integration of user provided semantisince the system has no idea initially about the

information with the low level med features, by

which the semantically important and probablysd e c t

user 6s
sever al i

mobil e
mages to

user interested contents are extracted for medithrough the user feedback scores upon those
adaptation. Low level features are extracted in aadaptation candidates for the selected images. In

bottomup fashion while the high level semantic
extraction is obtained in a tegown style. The

our implementation, four images are selected
initially for user preference learning. For each

proposed semantic object extraction is shown inmage, four adapt®n candidates are presented.
Fig. 2. The details of the Bayesian fusion can beDue to the small display, each time, only the four

found in [4].
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3.2.User Preferencéearning for Adaptation

adaptation candidates for one image are displayed
for grading. All graded scores of the mobile user

for the sixteen adaptation candidates are utilized
for user preference leaing.

After learning from the first batch of adaptation
candidates, reasonable PVs upon different objects
have been obtained. Later on, whenever the mobile
click an image, the system will automatically adapt
the image based on the PVs of objectgdligplay.
Also, four personalized adaptation results will be
shown for user selection. The user can decide
whether to grade them or not depending on his
satisfactory degree on them. If he selects one to
display without grading, it means that the
adaptatioris satisfactory enough and the PVs need
no more update. If he is not satisfactory on the
adaptation result, he will grade the results and the
PVs of objects will be updated by the new scores
obtained.

Figure 3. Feedback process for PV learning and
updating.

3.3. User Centric Semantic Adaptation

The goal of user centric adaptation is to
simultaneously panelize the selection of contents
not preferred by the user and reward the user
preferred objects with high quality depending on
the degree of their relevance to user, under the
limited mobile disphy constraints. In the PV
learning stage, before getting the user feedback, we
can assign objective semantic importance (OSI) to
meaningful objects. By the integration of OSI and

To present adaptation results that are trulyfeedback, we have already obtained such relevance

consi stent wi th the

mo bof diff€rentloBjetts © ierentmeotfle usePstwhiche s t |

necessary to fine tune the importance of extracte@re denoted as PVs. In the following step, we

objects and make
preference. Since mobile usegreferences are

provide the mobile user the best possible

subjective measures varied among individuals, it isserceptual experience. The optimal adaptation is
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performed and presented by formulatibgnto an  In the experiment, each test image is adapted given
information fidelity (IF) maximization problem as the target display size of 120 x 160 and 240 x 320,
discussed below. respectively. Our user guided semantic adaptation
scheme is compared with results from direct down
In this image adaptation model, each extractedsampling, attentiofbased adaptation approach [9]
semantically important object is assigned threeutilizing saliency and face detection, since most of
attributes: region, Preference Value (PV) andthe existing adaptation approaches such as in [10]
minimum acceptable size (MAS). Thegions of are based on saliency and face detection. The
objects are obtained in the semantic adaptatiomesults show that the proposed scheme can catch
process as described before. The PVs of objects aand highlight the objects that generally users are
converged to the values consistent with the currentnore inteested in and can use the small screen of
userbs preference by t hrobile detice patter thanothe doekct re8idng amdnd t he
user 6s f eedbacks. intdrdsteas Michtiorbdsedadaptaiantschemed.
calculated by the MAS determination scheme that
considers the information loss curve introduced byTo validate that the proposed user preference
image region down scaling analyzed by Kullback learning and updating scheme can better catch
Leibler divergence [6]. Once the value of MASisi ndi vi dual us erséusd performer est ed
obtained, we measure the information loss causegersondked adaptation to improveperceptual
by adaptation. The details of MAS determinationexperienceof users we design experiments to
can be found in [7]. quantify the improvemeni adaptation results.

4. Results To compare the adaptation results based only on
We build our consumer photo dataset of varioussemantics, the results based on learned PVs of
images with different sizes obtained from popularobject and the results from direct down sampling,
Web sites, such as GOOGLE, FLICKR, and 10 users are invited to provide their assessment to
PICASA, etc. For each event conceperthare 100 the three groups of adaptation results. Each user
photos. We conduct the experiments for theSelect 20 images from database and the three
following five event concepts: wedding, @daptation schemes are performed to the selected
graduation, baseball, football, afmbach fun, on iMmages. The syective scores range from 1to 9, in
the consumer dabase using 500 images. For eachWhich scores 1 refers to nosielevant, scores-8
concept, we use half of the photos as training se"[ef.er.S to relevant to the user interests, and 5 is no
and the othr half as test set. opinion. The larger th_e score _of the result, the more
satisfactory the user is. In Figure 7, the means of

We conduct experiments @aemantic extractiofor subjedive scores of each user are drawn for
P adaptation results based on user preference,

each event concept to compare our proposed fusiofl jantics and direct down sampling under mobile

scheme with the bottomp only and toflown  gigpiay of 320x240 and 176x144, respectively.
only schemes. We userkeasure to evaluate the

deviation of the detected bounding boxBasure | Taple Il, the average scores of the adaptation
is the weighted harmonic mean of precis@nd  resuits ofall users using the three methods are

recall with a nomegatived: shown. It demonstrates that the personalized

F,= 1+ B)x Precisionx Recall (1) adaptation results based on user feedback indeed
B x Precision+ Re call provide more satisfactory results to the users.
We setb =0.5 as in0. The comparisomesult

is demonstrated imablel. To better illustrate the effectiveness of the
proposed personalized adaptation, in Figure 8, we

TABLE | demonstrate the example adaptation results for two
F-MEASURECOMPARISON OFDETECTIONRESULTS users with different preferences in wedding event

E Bottom- . given mobile display resolution of 176 x144. One

vent Top-down Integration L . . .

up user is iterested in bride only and the other is

Wedding 0.70 0.76 0.85 interested in both bride and groom. In this
Graduation ~ 0.87 0.81 0.90 experiment, the same four images are used to learn

Easeba" 0.75 0.76 0.88 their preferences respectively. In this figure, it

ootball 0.88 0.79 0.88 ; . o
BeachFEun 0.89 0.79 0.90 shows the best adaptation results with learning in

terms of the totainformation fidelity for the two
users in (b) and (c), respectively, after user
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preference learning. It shows that the adaptatiouser relevance feedback scheme has been
results are indeed personalized effectivelydeveloped to learn and update user preferences.
according to their feedbacks. Extensive experiments have been carried out to
validate the proposed adaptation scheme. The
experiments show that by adopting the proposed
i S semantic adaptatioscheme with integration of the
o5l ] semantics and mobile user preferences,
; ] perceptually highly relevant image adaptation can
~ & 2 —a be effectively carried out to match the user
intentions under the mobile environment
constraints. We expect that the closing of sersanti

score (in range [1,9])
<

o ] gap and user intention gap will continue to improve
o T eedback ] the personalized adaptation results to provide
55 dounsamping ] mobile users with improved perceptual experiences.
51 2 3 4 5 (; 7 8 9 10

index of user

(a)

with feedback

85- —&— semantic
downsampling

score (in range [1 9])

: : : : : :
1 2 3 4 7 8 9 10

(b) Figure 8. Example personalized adaptati
Figure 7. Means of subjective scords results: (a) Original image (b) adaptation res
each user for adaptation results using thre (176x144) for user prefers bride (c) adaptat
methods: (a) Score distribution for 320x24 result (176x144) for user prefers bride and gro
display size (b) score distribution for both

176x144 display size
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