
 

 

http://www.comsoc.org/~mmc/                 1/59                   Vol. 6, No. 1, January 2011 

 

MULTIMEDIA COMMUNICA TIONS TECHNICAL COMMITTEE  

IEEE COMMUNICATIONS SOCIETY  

http://www.comsoc.org/~mmc 

 

E-LETTER      
 

Vol. 6, No. 1, January 2011  

 

CONTENTS 
 

MESSAGE FROM MMTC CHAIR  ............................................................................... 3 
SPECIAL ISSUE ON HUMAN -CENTRIC MULTIMEDIA COMMUNICATIONS  5 

Advances in Human-Centric Multimedia Communications..................................... 5 
Guest Editor: Zhenzhong Chen, Nanyang Technological University, Singapore ...... 5 

Perceptual Haptic Data Reduction in Telepresence and Teleaction Systems ......... 7 
Fernanda Brandi, Rahul Chaudhari, Sandra Hirche, Julius Kammerl, Eckehard 

Steinbach, and Iason Vittorias, Technische Universität München, Munich, Germany

..................................................................................................................................... 7 
Gaze Awareness and Eye Contact in Multimedia Communications ..................... 11 

Kar-Han Tan, Ramin Samadani, and John Apostolopoulos, HP Labs, Palo Alto, 

California, USA......................................................................................................... 11 

Multimedia Technology for Next Generation Online Lecture Video .................... 14 
Ngai-Man Cheung, Sherif Halawa, Derek Pang, Bernd Girod, Department of 

Electrical Engineering, Stanford University, Stanford, CA 94305, USA ................. 14 
The Context Does Matter: Beyond the Data Pipes of Today .................................. 18 

Jacob Chakareski, EPFL, Lausanne, Switzerland .................................................... 18 

Computational Audio-Visual Scene Analysis
i
 .......................................................... 21 

Hao Tang, Hewlett-Packard Laboratories, Palo Alto, CA ....................................... 21 

Zicheng Liu, Microsoft Research, Redmond, WA ..................................................... 21 

Autonomous Infrastructures for Networked Interactive and Personalized  Media 

Experience ................................................................................................................... 24 

C. De Vleeschouwer, Université catholique de Louvain, ICTEAM .......................... 24 
High-dimensional Media Compression for Interactive Streaming ........................ 27 

Gene Cheung, National Institute of Informatics, Tokyo, Japan ............................... 27 
Ngai-Man Cheung, Stanford University, Stanford, CA ............................................ 27 

Semantic Image Adaptation for User-centric Mobile Display Devices .................. 30 

Wenyuan Yin, SUNY at Buffalo, Buffalo, NY 14260 USA ......................................... 30 
Jiebo Luo, Kodak Research Laboratories, Rochester, NY 14650 USA .................... 30 
Chang Wen Chen, SUNY at Buffalo, Buffalo, NY 14260 USA .................................. 30 

TECHNOLOGY ADVANCES  ...................................................................................... 36 

Mobile Internet Television (IPTV)  ............................................................................ 36 
Guest Editor: Kyungtae Kim, NEC Laboratories America, USA ............................. 36 

Mobile IPTV: Standards and Technical Challenges toward its Full Potential ..... 38 



 

 

http://www.comsoc.org/~mmc/                 2/59                   Vol. 6, No. 1, January 2011 

Soohong Park, Samsung Electronics, Korea ............................................................ 38 

Choong Seon Hong, Kyung Hee University, Suwon, Korea ..................................... 38 
IPTV Convergence ...................................................................................................... 41 

John Cosmas and Qiang Ni, Brunel University, Uxbridge, UK ............................... 41 

High Resolution IPTV over Broadband Wireless Access Networks ...................... 45 
Omneya Issa, Wei Li and Hong Liu, Communications Research Centre, Ottawa 

(ON),Canada ............................................................................................................. 45 

Efficient IPTV Services Delivery using SVC Adaptation and Cooperative 

Prefetching ................................................................................................................... 49 

Toufik Ahmed, Ubaid Abbasi and Samir Medjiah, University of Bordeaux-1, 351, 

Cours de la libération 33405, Talence France ......................................................... 49 
Cross-Layer Coding Optimization for Mobile IPTV Delivery  ............................... 52 

James Ho and En-hui Yang, University of Waterloo, Canada ................................. 52 

QoE-Aware P2P Video-on-Demand using Scalable Video Coding and Adaptive 

Server Allocation ......................................................................................................... 55 

Osama Abboud, Konstantin Pussep, Ralf Steinmetz, Multimedia Communications 

Lab, Technische Universität Darmstadt ................................................................... 55 

Thomas Zinner, Chair of Communication Networks, University of Würzburg ........ 55 
E-Letter Editorial Board  ................................................................................................ 59 
MMTC Officers  ............................................................................................................... 59 

 

              

 



 

IEEE COMSOC MMTC E -Letter  

http://www.comsoc.org/~mmc/                3/59                  Vol. 6, No. 1, January 2011 

MESSAGE FROM MMTC C HAIR  
 

 

Dear MMTC fellow members, 

 

At the beginning of year 2011, I wish all of you a 

healthy, prosperous, and happy new year! I also 

wish 2011 become another successful year for 

MMTC community with strong growth and many 

achievements in both research efforts and 

professional activities. 

 

MMTC had its last meeting 3 weeks ago at Miami 

during IEEE GLOBECOM 2010. As many TC 

members had attended and observed, this yearôs 

GLOBECOM turned out to be the most successful 

meeting in the conferenceôs 53-year history, as this 

annual flagship event of the IEEE Communications 

Society (ComSoc) set numerous milestones 

including number of attendees (2,500+); symposia 

and workshop paper submissions (4,614); lowest 

tutorial acceptance ratio (8%); highest number of 

tutorial registrations with over 300 attendees per 

session; largest team of volunteers (8,500+) 

contributing to the conferenceôs success; and the 

largest number of high-profile invited speakers 

(100+) delivering keynote and plenary sessions, 

technical symposia, workshops, panels and 

tutorials (469). The pictures below demonstrate 

how the tutorials and talks were attended. 

 

 

 

Around fourty 

TC members 

attended our 2-

hour TC 

meeting on Dec. 

9 (Thursday) at 

the 

Intercontinental 

Hotel, Miami, 

which covered 

presentation and 

discussions on 

around 25 

topics including 

conference 

activities reports from GLOBECOM 2010, ICC 

2011, ICME 2011 and GLOBECOM 2011, IG 

reports from all 13 IGs, Board reports from 

membership, award, and service boards, activity 

reports from E-Letter and R-Letter, and status 

reports from ICME and TMM steering committee. 

Please see below 2 snapshots of the meeting room, 

and the full attendee list can be found in next page. 

 

 

 
 

In order to create a better home event for MMTC 

members to meet and gather, TC decides to found 
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an annual workshop called MMCom (International 

Workshop on Multimedia Communications), to be 

held in conjunction with the future GLOBECOMs 

in December every year. I would like to thank the 

following members who take the responsibility to 

co-chair the first version of MMCom (MMComô11) 

at Houston, Texas. 

 Prof. Dr. Thomas Magedanz, Fraunhofer 

FOKUS/ T. U. Berlin, Germany 

 Prof. Jiangtao (Gene) Wen, Tsinghua 

University, China 

 Dr. Xiaoli Chu, King's College, UK 

 Prof. Yung-Hisang Lu, Purdue University, 

USA 

More details of MMComô11 will be announced 

shortly, please support this new event by 

submitting your papers.        

 

On the other hand, I would like to call for 

nominations for the following 2 opportunities: 

 TPC Chair of IEEE ICME 2012 at 

Melbourne, Australia, representing 

MMTC 

 Steering Committee member of IEEE 

CCNC, representing MMTC 

If you are interested at any of the opportunities 

above, please send your self-nomination to me at 

haohongwang@gmail.com by Feb. 1, 2011 with 

your bio and short description of your background 

and experiences in conference organizing. The 

election will be conducted by our 40 IG Chairs and 

they will select the final winners of these two 

positions, based on the same procedure we used 

before for the ICME Steering Committee voting 

member election. 

 

At last but not the least, I would like to encourage 

our members to submit papers to IEEE ICME 2011 

workshops at Barcelona, Spain 

(http://www.icme2011.org/). The paper submission 

deadline is Feb. 20, 2011. 

 

Thank you very much! 

 

Haohong Wang 

Chair of Multimedia Communication TC of IEEE 

ComSoc 

 

Appendix 

Attendee List of MMTC meeting @ Miami 

 

Bin Wei AT&T Labs - Research 

John Buford Avaya Labs 

ChangWen Chen SUNY-Buffalo 

Wanjiun National Taiwan University 

C. C. Jay Kuo University of Southern California 

Dan Keun Sung KAIST 

Lei Cao University of Mississippi 

Jianwei Huang The Chinese University of Hong Kong 

LiSong Xu University of Nebraska-Lincoln 

Vincent Wong University of British Columbia 

Lin Cai University of Victoia 

Andres Kwashski Rochester Insitute of Technology 

Martin Reisslein  Arizona State Universtiy 

Khaled El-Maleh Qualcom 

ChongGang Wang InterDigital Communications 

Yung-Hsisang Lu Purdue University 

Wendi Heinzelman University of Rochester 

Leonardo Badia IMT Lucca 

Amdrea Zamecca University of Padova 

Philip Chou Microsoft Research 

XianBin Wang University of Western Ontario 

Hsiao-Chun Wu Louisiana State University 

Shiwen Mao Auburn University 

Zhu Liu AT&T Labs - Research 

Jaim Lloret Polytechnic University of Vaeencia 

Pascal Lorenz University of Kaule Alsace 

Madjid Merabti Liverpool John Moore University UK 

DaPeng Oliver Wu University of Florida 

Sanjeer Mebrotra Microsoft Research 

Jin Li Microsoft Research 

Tsungnan Lin National Taiwan University 

Luigi Atzori University of Cagliari (IT) 

Tansu Alpcar Tech. Univ. Berlin (Ger) 

LingFen Sun University of Plymouth (UK) 

Vince Poor Princeton University 

Rob Fish NETovations Group 

Xi Zhang Texas A&M University 

 

  

mailto:haohongwang@gmail.com
http://www.icme2011.org/
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SPECIAL ISSUE ON HUMAN -CENTRIC MULTIMEDIA COMMUNICATIONS  

 

Advances in Human-Centric Multimedia Communications  

Guest Editor: Zhenzhong Chen, Nanyang Technological University, Singapore 
zzchen@ieee.org

Recent advances in broadband networking and 

multimedia technologies have led to the explosion 

of multimedia services. With the rapid growth of 

demand for multimedia content production, access, 

and distribution, the evolution has changed from 

the static system-centric communications to the 

dynamic human-centric communications including 

producing, sharing, and interaction. Human-to-

computer and human-to-human technologies have 

led to many innovations by prompting standard 

resolution digital video broadcasting to immersive 

multimedia entertainment, low-quality video 

conferencing to high-end telepresence, traditional 

audio-video study to advanced haptic-audio-visual 

framework. The advanced applications not only 

require overcoming challenges of system-level 

services but also enhancing quality of experience 

(QoE) for end users. In this special issue, the 

editorial team has the great honor to invite some 

pioneer researchers for eight invited papers to 

present their state-of-the-art accomplishments, 

share their latest experiences, and outline future 

directions in human-centric multimedia 

communications. 

 

The first paper, titled ñPerceptual Haptic Data 

Reduction in Telepresence and Teleaction 

Systemsò, addresses several key issues of the 

efficient communication of haptic signals. The 

authors introduce typical telepresence and 

teleaction (TPTA) systems and discuss the 

importance of haptic compression/data reduction 

scheme in such a communication system. This 

article provides some useful guidelines for the 

system design and implementation for human-

machine interaction, virtual reality, etc. 

 

In the second article, ñGaze Awareness and Eye 

Contact in Multimedia Communicationsò, the 

authors discuss the gaze awareness and eye contact 

in immersive multimedia communications which 

enrich the user experience in the collaboration 

meeting. Different solutions of the video cross-talk 

reduction are introduced. The developed system 

shows the promising natural interaction for remote 

users.  

 

Using multimedia technologies to assist the online 

education plays an important role in todayôs 

education. The authors of the third paper, titled 

ñMultimedia Technology for Next Generation 

Online Lecture Videoò, introduces the advances in 

multimedia technologies to enhance the userôs 

view experience. They present their online lecture 

platform, Stanford ClassX, in which some user 

friendly features, such as instructor tracking and 

interactive pan/tilt/zoom, are integrated.  

 

In the paper ñThe Context Does Matter: Beyond 

the Data Pipes of Todayò, the authors not only 

introduce their work on the context-aware 

techniques for online social networks, but also 

share their views on how context-driven 

applications will impact user collaborations and 

interactions. 

 

The authors of the paper ñComputational Audio-

Visual Scene Analysisò present a real-time 

computational audio-visual scene analysis 

(CAVSA) system. It consists of microphone 

sensors, multicore processers, cameras, as well as 

various software modules. It will have long-term 

impacts on multimedia applications such as 

surveillance and tele-presence. 

 

Interactive multimedia streaming is a key issue in 

human-centric multimedia communications. Two 

papers in this special issue present novel solutions 

in this area. The paper, titled ñAutonomous 

infrastructures for networked interactive and 

personalized media experienceò, introduces an 

interactive video streaming system as well as a 

personalized video summarization framework. The 

paper ñHigh-dimensional Media Compression for 

Interactive Streamingò considers a challenging 

issue in interactive streaming, i.e., how to compress 

high-dimensional data. Several specific 

applications are discussed. The authors also point 

out the importance of integrating coding and 

streaming techniques. 

 

The paper ñSemantic Image Adaptation for User-

centric Mobile Display Devicesò addresses the 

human factors in mobile applications and presents 

a semantic image adaptation scheme. A Bayesian 

fusion approach is developed for low level features 

and high level semantics. This novel system brings 

mobile users better visual experience.  
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I hope you will enjoy this special issue dedicated to 

human-centric multimedia communications. 

 

 

 Zhenzhong Chen 
received the B.Eng. degree 

from Huazhong University 

of Science and Technology 

(HUST) and the Ph.D. 

degree from Chinese 

University of Hong Kong 

(CUHK), both in electrical 

engineering. His current 

research interests include 

video signal processing, 

visual perception, and multimedia communications. 

He is currently a Lee Kuan Yew research fellow at 

Nanyang Technological University (NTU), 

Singapore. Before joining NTU, he was an ERCIM 

fellow at National Institute for Research in 

Computer Science and Control (INRIA), France. 

He held visiting positions at Universite Catholique 

de Louvain (UCL), Belgium, and Microsoft 

Research Asia, Beijing. 

 

He serves as voting member of IEEE Multimedia 

Communications Technical Committee (MMTC), 

invited member of IEEE MMTC Interest Group of 

Quality of Experience for Multimedia 

Communications (QoEIG) (2010-2012), technical 

program committee member of IEEE ICC, 

GLOBECOM, CCNC, and ICME. He has co-

organized several special sessions at international 

conferences, including IEEE ICIP 2010, IEEE 

ICME 2010, and Packet Video 2010. He serves as 

a guest editor of Journal of Visual Communication 

and Image Representation. He received CUHK 

Faculty Outstanding Ph.D. Thesis Award, 

Microsoft Fellowship, and ERCIM Alain 

Bensoussan Fellowship. He is a member of IEEE.  
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Perceptual Haptic Data Reduction in Telepresence and Teleaction Systems  

Fernanda Brandi, Rahul Chaudhari, Sandra Hirche, Julius Kammerl, Eckehard 

Steinbach, and Iason Vittorias, Technische Universität München, Munich, Germany 
{fernanda.brandi, rahul.chaudhari, hirche, kammerl, eckehard.steinbach, vittorias}@tum.de

1. Introduction 

Vision and hearing play a significant role in the 

perception of our surroundings. This fact has aptly 

justified and reinforced our inclination of focusing 

research in man-machine interaction traditionally 

on these modalities. Inspired by the recent progress 

in human-machine interaction, robotics, and 

augmented reality, contemporary scientists and 

engineers are concentrating efforts towards 

seamlessly integrating the haptic modality with the 

well established ones of audio and video. This 

realization is rapidly gaining the field of haptics 

(from the Greek haptikos, pertaining to the sense of 

touch), the attention that it has rightfully deserved.  

 

Figure 1: Schematic overview of a visual-haptic 

telepresence and telemanipulation system (adapted 

from [1]). 

 

In particular, typical telepresence and teleaction 

(TPTA) systems rely on haptics. In these systems a 

human operator controls a remote teleoperator 

through a human-system interface device. As soon 

as the teleoperator encounters contact with its 

surroundings, corresponding feedback is 

transmitted to be displayed to the human operator. 

The communication system therefore closes a 

global control loop. In this way, the TPTA system 

enables the perception of objects including 

physical manipulation as well sensing their 

material properties. An overview of a TPTA 

system is illustrated in Fig. 1.  

 

Communication unreliabilities, such as time delay 

and packet loss, can jeopardize the systemôs 

stability resulting in dangerous unbounded 

oscillations of the devices. Besides that, reduction 

of the transmitted haptic data requires proper 

reconstruction on the receiver side to guarantee a 

stable system.  

 

For reasons of stability, haptic data samples are 

typically transmitted immediately upon generation 

on a 1 packet/sample basis for packet-based 

networks like the Internet. This leads to a packet 

being triggered for transmission at every 

millisecond (corresponding to the stringently 

required haptic update rates of 1 kHz). Essentially, 

too many packets are generated too fast with 

relatively less worth of information conveyed. 

Previous studies have established the fact that such 

high packet-rates are difficult to maintain over 

general-purpose networks like the Internet [2]. A 

good haptic compression/data reduction scheme 

should solve this predicament. 

 

2. Perceptual coding of haptic signals 

Perceptual deadband coding (PDC) schemes are 

developed to cope with these challenges [3]. The 

PDC approach exploits the limitations of human 

haptic perception for lossy data reduction. It is 

summarized by a simple mathematical relationship 

between the physical intensity of a haptic stimulus 

and its phenomenologically perceived intensity 

(known as the Weber's law). When trying to 

perceive the difference between physical quantities 

(e.g. weights) in succession, it is not the difference 

itself that makes an impression upon us, rather the 

ratio of this difference to the magnitude of the first 

quantity. This ratio is constant and is denoted by k, 

a percentile value. We translate this observation 

that Weber made to our field of interest, namely 

perceptual haptic data reduction. By defining 

perceptual thresholds ï the so called deadband ï 

we can distinguish perceivable changes from 

unperceivable changes in haptic signals. By 

transmitting only those haptic samples which lead 

to a perceivable change, we can significantly 

decrease the packet rate on the network without 

impairing the user experience. The samples 

skipped from transmission are approximated at the 

other side by simple interpolation schemes like the 

ñhold last sampleò-approach or via linear 

prediction. The size of such a deadband is 

controlled by the parameter k. The greater the k 

value is, the larger the deadband and hence the 

applied perceptual thresholds. Substantial average 

haptic data reduction of up to 85-90% of the 

otherwise bulky data is obtained using this 

approach. 

 

3. Multi ple-Degree-of-Freedom Extension 

Real-world TPTA systems deploy typically more 

than one degree-of-freedom (DoF). In order to 
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enable perceptual data reduction in multi-DoF 

TPTA scenarios, [4] proposes the construction of 

an isotropic deadzone. In two dimensions, the 

deadzone can be described by a circular; in three 

dimensions by a spherical region which is centered 

at the tip of the currently applied haptic sample 

vectors. Furthermore, its radius is defined to be a 

fraction of the haptic sample magnitude. However, 

when extending the haptic data reduction schemes 

from a single-DoF to multi-DoFs, the spatial 

orientation of haptic sample vectors acts as an 

additional perceptual domain. Therefore, its 

influence on haptic perception thresholds is to be 

investigated. In this context, psychophysical 

experiments in [5] reveal that haptic force feedback 

perception is a function of the spatial orientation of 

the force feedback itself. In order to adopt the 

perceptual deadband scheme to these findings, [6] 

proposes the construction of a novel deadzone 

shape that takes the form of a frustum of a cone. In 

this way, the perceptual data reduction approach 

can reflect the dependencies of the spatial direction 

of force feedback onto the perceptual thresholds 

which allows for a significant improvement in data 

reduction performance. 

 

 4. Control Issues 

Several control architectures have been proposed to 

enable stable TPTA sessions in the presence of 

communication unreliabilities. To guarantee 

stability when there is an arbitrarily large constant 

time delay in the network the scattering 

transformation is proposed in [7]. Instead of the 

power conjugated variables, i.e. force and velocity, 

a linear combination of them is transmitted. The 

time-varying delay and packet loss challenge are 

addressed in [8] and [9] respectively.  

 

By requiring each subsystem of the TPTA system 

to dissipate energy, and therefore be more 

conservative, stability can be guaranteed. Using the 

same rationale for the data reconstruction strategies 

of a haptic data reduction algorithm, stability is 

shown for the PDC approach in [10]. For robotic 

systems with more than one degree-of-freedom, the 

corresponding data reduction algorithm and an 

optimization-based reconstruction strategy are 

presented in [11]. 

 

The selected control architecture determines apart 

from stability, the robustness and transparency of 

the TPTA system. A detailed discussion exceeds 

the scope of this article and the reader is referred to 

the survey article [12]. 

 

 

5. Error -Resilient Haptic Data Reduction  

Internet-based TPTA systems are subject to packet 

delays, jitter and packet losses. Particularly, when 

packet losses occur in haptic communication while 

using the PDC scheme in combination with 

predictive coding, several artifacts can be observed 

on the reconstructed signal such as bouncing, 

increased roughness and a ñglue effectò [13]. 

 

Due to strict delay constraints traditional packet 

loss compensation strategies such as 

retransmissions based on time-outs are not feasible 

for haptic communication. Therefore, in order to 

achieve error-resilient haptic data reduction, [13] 

proposes the construction of a Markov tree similar 

to [14] that enables the estimation of the most 

likely state of the receiver. This allows us to 

adaptively add redundancy to the haptic channel if 

the estimated state at the receiver significantly 

deviates from the desired signal trajectory and if 

this deviation becomes perceivable. Combined 

with the state-of-the-art haptic data reduction 

approaches we can achieve perceptual error-

resilient haptic communication. A more extensive 

discussion of the challenges of haptic 

communication can be found in [15]. 

  

6. Conclusion and Future Work  

With recent advances in haptic technology, the 

efficient communication of haptic signals is 

gaining relevance. Integrating more degrees-of-

freedom leads to an increased amount of data and 

strict delay constraints result in high update packet 

rates in the network. We address this challenge by 

deploying a mathematical model of human 

perception for multiple degrees-of-freedom which 

allows the reduction of the packet rate by up to 

90%. Moreover, the stability issues due to packet 

losses and delays have been successfully addressed 

from a control engineering perspective. An error-

resilient perceptual coding for networked haptic 

interaction has been developed allowing the haptic 

communication to operate seamlessly while 

operating in the presence of adverse 

communication conditions. 

 

Future work will address the extension of the 

model of the human haptic perception by 

integrating additional findings from psychophysics, 

such as multimodal dependencies and dynamic 

perception thresholds. A comprehensive 

psychophysical model furthermore enables the 

development of novel methods for objective 

quality evaluation. The complexity of the error-

resilient haptic communication approach is also to 

be decreased and its efficiency further improved. 
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1. The Human Connection 

People do their best work in collaborative social 

networks. With advances in multimedia 

communications technologies it is now possible 

even for geographically distributed teams to 

collaborate productively. Modern teams work 

together across great distances and time zones 

without having to endure the inconveniences of 

frequent intercontinental travel. Fewer flights also 

mean reductions in expenses and lower 

environmental impact. 

Early video conferencing systems suffered from 

technical issues like inadequate image quality and 

noticeable end-to-end latencies. As a result these 

systems often interfere with the usersô natural 

social interactions because the experience delivered 

lacked spontaneity [5]. These issues were largely 

addressed in recent years by high end visual 

collaboration systems from HP, Cisco, Tandberg, 

PolyCom, and LifeSize. Using high quality 

cameras and displays to deliver low latency video, 

these systems create a realistic, immersive 

experience where meeting participants feel as if 

they are co-located in the same room, and can 

naturally interact with one another without having 

to worry about technology getting in the way. 

 

2. Spatial Relationships 

Although much progress has been made in 

improving remote collaboration experiences, there 

are still qualitative gaps between a remote meeting 

and a real, natural face-to-face meeting. One of the 

areas where the difference is significant is the 

sense of spatial relationships among meeting 

participants, an important aspect of truly immersive 

collaboration systems [2]. Ideally, if the sense of 

space were faithfully reproduced, then to address a 

meeting participant one would simply turn to face 

that person and start talking. In a real meeting, the 

person being spoken to would know it simply 

because the first participant would be facing him or 

her, and the two can make eye contact if they wish 

to. In todayôs collaboration systems, this simple but 

important interaction is in fact generally impossible. 

Except in limited ósweet spotô configurations 

usually when two users are positioned in the center 

of their respective rooms, when user A turns to 

face a remote user B  

(rendered on a local display), user B will not see a 

frontal image of user A with associated eye contact. 

This situation where two users are talking to each 

other but not appearing to be facing one another 

even when they are trying to make eye contact is 

clearly unnatural. For some users it can be 

disturbing - to the point where they avoid looking 

at the displays during a meeting. 

 

3. Gaze Awareness 

Another important aspect of a collaborative 

meeting is the ability to share documents and here 

reproducing the natural spatial relationship 

between users and documents is also a challenge. 

In a co-located meeting users can look at a shared 

document either printed in hardcopy or on a 

display, and it is easy to refer to specific portions 

of the shared document by pointing or simply by 

looking. In a remote collaboration system, often a 

shared document is displayed on a screen 

separating the users, and it is impossible to infer 

which part of the document a user is looking at. In 

other words, gaze awareness with respect to shared 

media is lacking in todayôs collaboration systems. 

 

4. State of the Art 

The twin problems of eye contact and gaze 

awareness has long been recognized as key issues 

standing in the way of truly natural remote 

collaboration experiences. Jones used a light field 

display in combination with a real-time 3D capture 

system to deliver one-to-many eye contact [8]. 

Gemmel used 3D graphics to modify images to 

improve facial expressions and gaze awareness [3]. 

In both cases, it is often easy for a user to see that 

the remote userôs imagery is either not fully 

photorealistic or has been unnaturally manipulated, 

which takes away from how immersive the 

experience can be. 

 

See-through displays offer a promising approach 

for improved eye contact and gaze awareness. 

Research in transparent displays [4] is driven by a 

number of new applications like collaboration [6, 

11], gesture-based user interaction [7] and 

augmented reality [1]. For collaboration 

applications, these displays display information for 

each local participant and capture information to 

deliver to the remote participant through the same 

surface, as shown in Fig. 1.  Aligning the systemôs 

camera with the participant display allows good 

eye contact and gaze awareness [11]. Collaboration 
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systems based on see-through displays are often 

afflicted by video cross-talk which arises when the 

video signal to be displayed to the local user 

interferes with the local video signal that one 

desires to capture with the camera. 

 

6. Video cross-talk reduction 

A variety of techniques have been proposed for 

cross talk reduction. The most common approaches 

utilize hardware to multiplex, in different ways, the 

two signals.  In [7] a liquid crystal switching 

diffuser provides temporal multiplexing of the 

signals by switching between diffusing display and 

transparent capture for gesture based interaction.  

In [6] a switching diffuser is discussed for 

collaboration applications. That paper, however, 

implements instead a prototype based on 

polarization multiplexed signals combined with a 

half-silvered mirror collaboration surface that 

needs to be at 45 degrees to vertical.  A recent 

approach [11] uses a holographic diffusing screen 

together with light wavelength division 

multiplexing which allows a natural, vertical 

surface for collaboration with gaze awareness.  

 

An alternative approach for cross-talk reduction 

uses software-only signal processing for cross-talk 

reduction [10]. Using this approach, no additional 

hardware is required, there is no light loss through 

the system, nor is synchronization between camera 

and projector required, since the method is able to 

reconstruct time-unsynchronized signals through 

careful photometric, geometric and optical 

characterization of the projector camera system.  

In addition, software based approaches also apply 

to a broad range of collaboration applications. In [9] 

a software cross-talk classification method is 

applied to digital white board sharing.  

 

7. Summary 
New technologies and system prototypes are 

providing improved eye contact, gaze awareness 

and shared media capabilities, which in turn 

provide rich new collaboration experiences. See-

through displays offer great support for these new 

experiences. Cross-talk reduction for these displays 

is a key technical challenge being actively 

addressed by recent research.   
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ConnectBoard prototype with support for eye 

contact and gaze awareness. 
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1. Introduction 

Recent years have seen a dramatic growth in online 

education.  According to a recent Sloan Online 

Learning Survey, the number of US online students 

has increased by almost one million in 2009 [1].  

This corresponds to a growth rate of 21%, which 

far exceeds the 2% growth in the overall 

population of higher education.  Online education 

allows students to study materials at their own 

convenient time and location.  Moreover, free 

online programs, such as MIT OpenCourseWare [2] 

or Stanford Engineering Everywhere [3], provide 

people from around the world with the opportunity 

to access high-quality education. 

 

Central to online education is lecture video 

capturing and viewing.  Nowadays, many lectures 

are being recorded and made available to students 

through the Internet.  Quality of these lecture 

videos plays a crucial role in the overall online 

education experience.  In spite of its importance, 

lecture capture remains costly and rather inefficient.  

Often, expensive camcorders and special 

equipments are needed to be installed for lecture 

recording.  Dedicated staff is required for camera 

operation and post-processing.  Videos are often 

being delivered in rather low resolutions with 

inflexible formats.  Students have no control over 

the view regions, and there is no adaptation to 

individual need and pace.  These hinder 

widespread deployment of online education and 

undermine its effectiveness. 

 

In this article, we briefly discuss how advances in 

multimedia processing and computer vision could 

enable next generation online lecture videos, which 

are of lower cost, more engaging and effective.  

We also report a recent project employing 

advanced online lecture technology. 

 

2. Multimedia technology to enable low-cost 

capturing and delivery 

According to [4], a key to enable low-cost online 

lecture is to reduce the recurring labor cost in video 

capturing and processing.  Thus, unmanned 

camcorders have been of research interest, e.g., [5, 

6].  For instance, Microsoft iCam2 [6] uses speaker 

tracking to control a pan/tilt/zoom (PTZ) camera 

for automated capturing.  A digital/mechanical 

hybrid tracking scheme is developed to achieve 

smooth region following and wide area covering.  

More recent work, however, takes a different 

approach for automated capturing [7, 8, 13].  

Thanks to advanced video coding algorithms such 

as H.264/AVC [9], it becomes possible to capture 

high-quality, high-resolution lectures into 

manageable sizes (e.g., a one-hour HD lecture 

takes only around 7GB).  Therefore, recent work 

proposes to employ an off-the-shelf AVCHD 

camera mounted statically on a tripod to capture 

the entire field-of-view as well as fine details (text, 

figures, instructorôs face, etc).  To facilitate 

streaming to remote clients and viewing on non-

HD displays or mobile terminals, [8] proposes to 

transcode the captured videos into multiple tiles 

and resolution layers, so that user-selected region-

of-interests (RoI) can be readily extracted and 

streamed.  Note that such coding algorithm can 

also improve viewing experience, as will be 

discussed.  Alternatively, H.264/AVC Scalable 

Video Coding (SVC) extension [11] or automatic 

cropping [7, 8] can be employed to facilitate 

lecture delivery and display. 

 

Unmanned video capture using off-the-shelf 

equipments may occasionally suffer from 

degradation.  Automatic, low-cost restorations are 

important to deal with these issues, especially for 

institutions with cost-constraints.  For example, [12] 

proposes an out-of-focus video restoration 

algorithm with reasonable computational 

complexity by leveraging slide images as side 

information in the process. 

 

3. Multimedia technology to improve viewing 

experience 

Often, different students would want to focus on 

different regions of a lecture scene.  For instance, 

one may want to watch the instructor, while 

another may choose to focus on the blackboard 

content.  To fulfill individual RoI needs, Stanford 

ClassX [13] uses spatial-random-access-enabled 

video compression [8, 10] along with an advanced 

client-server protocol to enable interactive 

pan/tilt/zoom lecture viewing.  In particular, 

ClassX creates multiple resolution layers from the 

captured video.  Each layer is subdivided into tiles, 

and tiles are compressed independently using 

H.264/AVC.  Upon receiving a RoI request, the 

server determines the relevant tiles and streams 
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them to the client for rendering.  The result is a 

system providing student-centric viewing 

experience, where students can watch their own 

RoI according to their needs.    

 

Viewing experience can also be improved by 

blackboard enhancement.  Sometimes, the 

handwritings on blackboards can be difficult to 

recognize in videos due to background dirt, low 

contrast or poor illumination.  Image enhancement 

can be applied to make blackboard contents easier 

to read (Figure 1).  Blackboards can be 

automatically located in videos with edge detection 

and Hough transform followed by quadrangle 

detection [13, 14].  Handwritings and backgrounds 

can be separated and processed differently, using 

adaptive thresholding techniques such as Otsu 

algorithm on local windows [13, 15]. 

 

To better capture audience questions, microphone 

arrays and sound source localization algorithms 

can be employed [6]. 

 

 
(a) Original blackboard image 

 

 
(b) Enhanced blackboard image 

 

Figure 1.  Blackboard enhancement result using 

adaptive contrast enhancement [13]. 

 

4. Multimedia technology to improve 

effectiveness of online lecture 

There are various techniques to improve the 

effectiveness of online lectures.  For example, 

electronic slides can be displayed alongside with 

the relevant sections of the videos for easy 

reference.  Several approaches have been proposed 

for automatic synchronization between slide 

images and videos, including those based on text 

recognition [16] and local feature matching [17, 8].  

To speed up processing of the entire lecture, low-

complexity slide change detection can be applied to 

the video to identify the key-frames for slide 

synchronization [8].   

 

In addition, blackboard images can be extracted 

from the videos for displaying alongside or for 

downloading as handouts.  Quadrangle detection 

techniques previously discussed can be used to 

locate the boards.  Geometric rectification and 

image enhancement can be applied to improve the 

readability of the board images [14]. 

 

Sometimes students may want to review only part 

of the lecture about a particular concept.  It is 

advantageous to summarize and index the lecture 

archives to facilitate searching by the users.  For 

example, videos can be segmented according to the 

content, and visualization tools such as concept 

maps [18] can be used to represent the 

relationships between video segments.  Slide 

recognition [8] can be leveraged to facilitate this 

summarization process.  In particular, textual 

information available in the synchronized slides 

can be used to annotate the videos and infer the 

relationships between video segments.  

 

Effectiveness of online lectures can also be 

improved by analyzing the usage information such 

as viewer trajectories or video playback statistics.  

These analyses provide useful feedbacks to 

students and instructors.  For example, if a certain 

section of the video is being watched multiple 

times by some students, this could indicate that the 

discussed concept could be complex.  Besides, 

multimedia social network technology such as 

Internet forums, blogs, wikis or presentation 

sharing can facilitate and encourage collaboration 

among students, leading to improvement in 

learning effectiveness.  

 

5. Example: Stanford ClassX 

ClassX is an interactive online lecture capturing 

and viewing system developed at Stanford 

University [8, 13]. Unlike existing solutions that 

restrict the user to watch only a pre-defined view, 

ClassX allows interactive pan/tilt/zoom while 

watching the lectures.  In addition, ClassX supports 

automatic tracking of instructors and automatic 

synchronization of slide images with videos.  The 

system has been used in dozens of Stanford courses 

and colloquia during a pilot deployment period of 

near one year.  Future plan is to release ClassX as 

open source software to promote research in next 

generation online lecture video that offers a 

cheaper and a more effective solution to both 

content distributors and viewers. 
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1. Introduction  

We are witnessing an unparalleled integration of 

computer-communication technologies. People, 

devices, and computers interact in ways unforeseen 

before. At the heart of these technological 

advances lies our drive to interconnect and 

immerse into the environment. In particular, social 

networking has become a centerpiece of our online 

activities. From content sharing to live 

communication, we tend to carry out all these 

activities through community sites that we frequent 

on a daily basis. There is a growing understanding 

that engineering systems can benefit from the 

deluge of contextual information that is generated 

by our participation in online social networks. This 

article will highlight the major application areas of 

context-driven computing and communications. 

 

2. From User-Centric to Context-Driven 

Traditionally, information systems have been 

designed in a modular fashion. The seven layer 

Open Systems Interconnect (OSI) reference model 

for communication networks is a prime example of 

this design strategy [1]. Analogously, many 

computer-communications technologies employed 

today consider the actions of individual users as 

semantically independent of each other. This 

modular context-agnostic approach to systems 

design and operation has multiple advantages 

including lower complexity, easier inter-operability, 

and lower cost. However, at the same time it 

precludes exploiting prospective interdependencies 

across the different system layers and users that in 

turn can lead to inefficient performance and 

customer dissatisfaction.  

 

In the rest of the paper, we will overview several 

application areas where context-aware operation 

can provide substantial benefits, in our opinion. 

 

3. Networking 

As shown recently, data networks can considerably 

boost their performance over multiple criteria by 

taking into account social data. In particular, 

efficient flow allocation, packet scheduling, and 

directory (look-up) services can be enabled by 

exploiting the social graph and the content 

preferences of the online community [2]. Similarly, 

in [3] the authors have shown that routing in 

mobile ad-hoc networks can be provided, at lower 

cost, by taking advantage of the reported social 

fabric between the participants. Finally, caching 

can also benefit from social network data, as shown 

in the study on short-video sharing in the context of 

peer-to-peer networks [4]. The context-aware 

techniques outlined here will become even more 

important in the future, due to the expected wave 

of network traffic caused by live media-rich 

communication in online communities [5]. 

 

For instructional reasons, we will describe further 

the framework of [2] in the remainder of the 

section. In particular, each member of the online 

community is characterized in [2] by a set of social 

contacts and a set of preferences for the content 

items shared in the social network. The underlying 

transport network serving the online community is 

characterized by uplink and downlink capacities 

affiliated with the nodes of the social graph, as well 

as by transmission costs of data communication 

between two social contacts in the graph. Via linear 

programming the authors optimize the information 

flow of the transport network, per unit cost of data 

transmission. In particular, by placing network 

resources on more popular content and less costly 

data links, substantial gains are achieved over 

network allocation serving the social graph that 

disregards such information in its operation. Note 

that the latter one is typical for present overlay 

networks created by social contacts for the purpose 

of content sharing. 

 

In addition, the framework in [2] is employed to 

design a network directory service for efficient 

content discovery in peer-to-peer systems based on 

social network information. Specifically, each node 

in the overlay registers its content preferences with 

a management server that keeps track of the peer 

population. The tracker also registers the cost of 

data communication between nodes in the overlay 

using an ISP portal. Such portals are increasingly 

becoming common nowadays as ISPs seek to 

constructively address the issue of peer-to-peer 

traffic engineering. A low-complexity optimization 

algorithm is then designed that selects an 

appropriate set of prospective neighbour nodes in 

the overlay for an incoming peer. The set will 

maximize the likelihood of discovering a desired 

content item in the overlay for the incoming peer, 

per unit cost of data transmission. The optimization 

achieves that by correlating the content preferences 

of the new peer with those of the nodes already 
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present in the overlay, while taking into account 

the underlying cost of data communication. 

Analogously, the algorithm detects (looks-up) the 

desired content item in the overlay in the shortest 

possible time. Significant gains in terms of 

likelihood and speed of content discovery, as well 

as savings in transmission cost are reported in [2], 

relative to conventional network directory services. 

 

Finally, context-driven packet scheduling is also 

studied within the framework of [2]. In particular, 

the authors design an efficient algorithm for 

scheduling the exchange of data packets between 

social contacts interested in a content item. The 

context-aware scheduling can operate coherently 

with the previous optimization techniques of [2] 

described above, as each addresses a different data 

communication aspect in an online community. 

The algorithm takes into account the importance of 

each data unit, its availability in a neighbourhood 

of contacts, their dynamically varying networks 

resources., and any history of prior data 

transmissions. Thereby, the scheduling maximizes 

the utility of data exchange in a social graph, for 

the given available network resources. Substantial 

gains in terms of video quality of the delivered 

content are reported in [2], over context-agnostic 

packet scheduling schemes 

 

4. Cyber Security 

There is a range of applications in the field of 

cyber security where context-driven operation can 

make a difference. For example, colluding of 

copyrighted content replicas by malicious users in 

P2P networks can be effectively prevented by 

taking into account their social structure [6]. In 

addition, building trust relationships and avoiding 

free-riding in P2P systems can be achieved by 

inviting social contacts to join the same P2P 

network, as studied for example in [7,8]. Similarly, 

the authors in [9,10] have shown that user 

cooperation can be enhanced by employing social 

contacts as helpers in a P2P environment. Finally, 

network anomaly detection can profit by knowing 

the social structure between examined (existing) 

nodes in the network and nodes that need to be 

investigated for malicious activities via their traffic 

patterns. 

 

5. Content Analysis 

A number of diverse applications of content 

analysis and understanding can benefit from the 

contextual information that a social network 

provides. In particular, by taking into account the 

social engagement and interaction under which the 

data was created or consumed, the semantic gap in 

understanding exhibited by existing media 

analytics solutions can be substantially reduced. 

For example, the most popular content segments 

can be identified by studying the behavioral and 

interactivity pattern of the audience, as shown in 

[11]. Similarly, computing the aggregate behaviour 

of an online community over its individual data 

feeds can enable real-time event detection, as 

demonstrated by a recent study of Twitter data [12]. 

Finally, recommendation systems, targeted 

advertising [13,14], and viral marketing, are yet 

further application scenarios where semantic 

accuracy gains can be achieved via context-aware 

operation. Such gains will necessarily lead to 

higher customer satisfaction and profit margins. 

 

6. Information Retrieval  

Information retrieval and search are two other areas 

that can be greatly facilitated by employing 

contextual information. The key to such 

performance improvement techniques, as studied, 

e.g., in [2,13,14], is to take advantage of the 

correlation between the content preferences of 

social contacts, a phenomenon known as 

homophily [15]. Interestingly, recent studies [16,17] 

have shown that we tend to search for information 

via our online community contacts. For example, 

Twitter's search engine receives around 600 million 

queries per day [18]. The rationale behind this 

phenomenon is that we generally trust more the 

information obtained via our social network than 

that produced by online search engines. 

 

7. Conclusions 
The road to the context-aware future is not easy. 

The integration of the social layer into the 

operation of the various applications reviewed in 

this article requires a thorough revision of present 

system architectures. Simultaneously, the 

supporting algorithms and protocols that such 

applications will employ will necessarily become 

more complex, which is yet another disadvantage. 

Finally, a concerted effort on the part of industry 

with respect to standardization will be required if 

such solutions should receive a wide adoption.  

 

It goes without saying though that every major 

shift in design principles and operation strategies in 

the history of modern information systems required 

time and perseverance. Context-driven applications 

have the potential to profoundly change the ways 

in which we collaborate and interact. At the same 

time, they can provide novel perspectives of 

ourselves as a community in our increasingly 

digital world. Therefore, we should give them all 

the required attention on their prospective road to 
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success. 
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1. Overview 

Humanôs ability to comprehend a complex scene 

instantaneously and effortlessly is remarkable. To 

date, how to program a computer to mimic this 

mysterious biological process is far from certain. 

Along with the dramatic increase of the 

computational power, memory, and bandwidth of 

modern computers, we can expect to perform 

certain simplified scene analysis tasks using 

automatic algorithms. The field of computational 

audio-visual scene analysis (CAVSA) concerns the 

use of a computer to automatically detect and 

locate objects (esp. people) in a scene, track their 

3D movements, identify and isolate sounds in a 

complex mixture, and associate the individual 

sounds with their respective sources, based on 

audio and visual cues captured by camera and 

microphone sensors. Undoubtedly, this is an 

extremely challenging problem which has attracted 

continuous research efforts from the multimedia 

and computer vision communities. CAVSA has 

many potential applications in various areas such 

as smart surveillance, humanoid robotics, tele-

presence, tele-immersion, and intelligent human-

computer interaction, just to name a few. 

 

At Microsoft Research, we developed a real-time 

CAVSA system using off-the-shelf web cameras 

and microphone sensors. This system is capable of 

answering the following questions regarding a 

room scene: 1. How many people are there in the 

room? 2. Where are their locations? 3. What are 

their look directions? 4. Who among them is 

speaking? Our design principles were rooted in the 

needs of practical applications: 1. Real time. The 

system must be able to generate scene analysis 

results at a fast rate of at least 24 frames per second. 

2. Easy configuration and setup. The system 

must be easily configurable. The number and 

placement of sensors must be flexible. Sensor 

calibration must be sufficiently convenient. No 

special hardware is required. 3. Good scalability. 

The system must support the easy incorporation of 

an unlimited number of additional sensors 

(provided that there are sufficient computational 

power, memory, and bandwidth) to facilitate the 

analysis of larger scenes and to enhance the scene 

analysis results. 

 

 
Figure 1: A schematic overview diagram of our CAVSA system. 

 

Figure 1 schematically illustrates the hardware 

components and software architecture of our 

CAVSA system. The hardware components 

include a multi-core PC, 4 USB web cameras, 7 

microphone sensors, and a firewire external sound 

card. The software architecture is composed of four 

essential parts, namely calibration, capture, 

analysis, and post processing. The system was built 

under Windows XP using Microsoft Visual Studio 

2008, and is highly multithreaded. The systemôs 

work flow is as follows: The visual cues are 

multiple images of the scene, synchronously 

captured by the cameras from different angles. At 

each time instant, a multiview face detector [1] is 



 

IEEE COMSOC MMTC E -Letter  

http://www.comsoc.org/~mmc/                22/59                      Vol.6, No.1, January 2011 

first applied to identify the locations of all faces in 

all images. The detected faces are then 

corresponded across multiple calibrated cameras. 

After that, the 3D locations and orientations of the 

faces are recovered. The audio cues are multiple 

audio signals captured synchronously by the 

microphone sensors at a sample rate of 44.1 kHz. 

The time delays of arrival (TDOA) for the different 

signals are exploited to find the sound source 

location. Finally, the analysis results from the 

audio and visual modalities are fused to determine 

the speaker in the scene. 

 

2. Hardware 

One of our design principles demands that no 

special hardware devices should be required. Our 

hardware system consists of an 8-core PC, a 

MOTU 828pre firewire external sound card [2], 4 

Logitech Quickcam Pro 9000 USB web cameras, 

and 7 tiny microphone sensors. These are all off-

the-shelf devices that may be directly acquired 

from the market. The cameras are mounted at the 

four top corners of the room, and connected to the 

PC through USB cables. The microphone sensors 

are attached to the four walls, and connected to the 

PC via the firewire external sound card. Our design 

assures that the number of cameras and 

microphone sensors can be configured, and the 

placement of them is flexible, although certain 

optimized placement of the sensors may facilitate 

the analysis task better [3]. 

 

3. Software 

In our software architecture, the calibration part is 

responsible for jointly calibrating the cameras and 

microphone sensors, which includes the 

determination of both intrinsic and extrinsic 

parameters of all cameras and the determination of 

the 3D locations of all microphone sensors. This is 

achieved through a combination of the direct linear 

transformation (DLT), nonlinear least squares 

(NLS), multidimensional scaling (MDS) and 

Procrustes analysis (PA) techniques [4-6]. The 

capture part is responsible for capturing 

multichannel audio and visual signals 

synchronously. The synchronization between the 

audio channels is based on the high-precision built-

in hardware clock of the external sound card, and 

the synchronization between the visual channels as 

well as the synchronization between the audio and 

visual signals are based on the less accurate 

multimedia clock of the PC. The analysis part, 

which is the core component of the software 

system, is responsible for analyzing the audio and 

visual signals to infer the answers to the four 

aforementioned questions regarding the scene. 

There are four major functional modules operating 

on the visual scene, including a multithreaded face 

detector that concurrently locates all faces in all 

camera images, a multi-camera face corresponder 

that matches the same faces across different camera 

images, a stereo triangulator that recovers the 3D 

locations of the faces, and a pose estimator that 

determines the 3D poses of the faces. Likewise, 

there are two functional modules operating on the 

audio scene, namely a voice activity detector 

(VAD) [7] that separates human speech from 

ambient noise, and a sound source localizer (SSL) 

that finds the 3D location of the speaker using the 

steered response power (SRP) and peak picking 

methods [8]. The results from the audio and visual 

modalities are then combined to accurately 

determine the speaker. Finally, the post processing 

part is responsible for completing some extra work 

such as maintaining the person identities across 

multiple sessions. 

 

4. Conclusion 

We developed a real-time CAVSA system based 

on off-the-shelf web cameras and microphone 

sensors, which is used to analyze a room scene. 

The analysis results may be exploited to aid smart 

surveillance and tele-presence applications. The 

field of CAVSA is yet underway. We believe that 

our system can advance the state of the art and 

have a potential business impact. 
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1. Introduction 

Todayôs media consumption evolves towards 

increased user-centric adaptation of contents, to 

meet the requirements of users having different 

expectations in terms of story-telling, and 

heterogeneous constraints in terms of access 

devices. Individuals want to access contents 

through a personalized service that is able to 

provide what they are interested in, at the time 

when they want it, and through the distribution 

channel of their choice. In this letter, we explain 

how it is possible to address this challenge by 

merging computer vision tools and networking 

technologies to automate the collection or 

adaptation of contents, so as to personalize their 

distribution through interactive services. 

From the network perspective, our approach builds 

on an interactive streaming architecture that 

supports both user feedback interpretation, and 

temporal juxtaposition of multiple video bitstreams 

in a single streaming session. An instance of this 

architecture has been implemented by extending 

the liveMedia streaming library and using the 

H.264/AVC standard [1]. In this framework, the 

initial video content is split into segments that are 

encoded independently and potentially with distinct 

parameters. The server can then decide on the fly 

which segment and which version of it to send as a 

function of how it matches the preferences 

expressed by the user or the network constraints.  

On the client side, two scenarios are envisioned to 

collect user preferences. The first scenario 

implements a set of dedicated RTSP commands 

that are exploited by the client to control on-the-fly  

the switching between the multiple versions of the 

pre-encoded video segments. In contrast, the 

second scenario queries the client off-line, and 

builds the summary to forward based on the 

preferences expressed by the user, either in terms 

of scene content or narrative style.  

 

In Section 2, we explain how the first scenario can 

be exploited to facilitate the access to high-

resolution video content through individual and 

bandwidth-constrained connections, as typically 

encountered on mobile networks. Section 3 

considers the second scenario, and defines how to 

build personalized summaries as a resource 

allocation problem. Section 4 concludes. 

 

2. Interactive video streaming 

This first scenario fully exploits the interaction 

capabilities offered by the network infrastructure. 

As depicted in Fig.1, dedicated automatic video 

analysis tools are developed to split some initial 

content into non-overlapping segments, and to 

generate multiple cropped (for zoom-in) or sub-

sampled (spatially or temporally) versions for each 

segment. Each version of each segment is encoded. 

The user then gets the opportunity to select 

interactively a preferred version among the 

multiple streams that are offered to render the 

scene at hand [2]. (S)he gets the opportunity to 

zoom in the video, to move forward or backward 

across time, or to request a replay of some actions. 

To demonstrate our system, automatic methods 

have been designed and implemented for 

segmenting and versioning the input video content 

in a semantically meaningful way, both in 

surveillance and soccer game contexts [3].  

 

 
Figure 1. The content enhancement unit creates 

multiple versions of non-overlapping content 

segments, to be streamed through the interactive 

architecture. 

 

3. Automatic and personalized summarization 

The second scenario does not consider on-the-fly 

interactive feedback from the user. Instead, it 

collects the preferences of the user beforehand, to 

edit a personalized video summary, based on the 

concatenation of pre-encoded video clips. Our 

proposed system, depicted in Fig.2, adopts a divide 

and conquer paradigm [4]. Specifically, the video 

is split into semantically meaningful segments, i.e. 

into segments which are coherent with the actions 

of the game. 

A generic resource allocation framework is then 

envisioned to adapt the selection of audiovisual 
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segments to be included in the summary according 

to the needs and preferences of the user. Several 

contending local stories, also named sub-

summaries, are considered to present each 

segment, so that not only the content, but also the 

narrative style of the summary can be adapted to 

user requirements. Hence, by tuning the benefit and 

the cost of the local stories, our framework,  which 

searches for the combination of sub-summaries that 

maximizes the overall (user-dependent) benefit 

under a global duration constraint, becomes able to 

balance -in a natural and personal way- the 

semantic (what is included in the summary) and 

narrative (how it is presented to the user) aspects of 

the summary. This is a fundamental difference, 

compared to the approaches that are based on 

filtering or ranking mechanisms to extract the 

actions that best match the theme requested by the 

user, without taking care of fluent story-telling. 

 

 
Figure 2. Summarization framework [4] 

 
The proposed framework is definitely generic and 

flexible, since the cost and benefit functions can be 

tuned to the application needs. Recently, it has 

been deployed to summarize  (1) the sport-event 

content broadcasted by common TV channels [4], 

and (2) the content produced through automatic 

production tools [5]. 

 

In the first case, the video is split into clips, based 

on conventional shot (or clip) boundary detection 

tools. The camera switching patterns and the view 

type structure of the clips are then investigated to 

divide the audio-visual feed into non-overlapping 

and semantically meaningful segments. Hot spot 

detection relies on audio analysis. Due to the lack 

of space, we refer the readers to an earlier 

publication for a detailed description of the system, 

and focus on the second scenario, which offers 

even more flexibility in terms of adaptation to user 

needs. 

 

For this second scenario, considered by the FP7 

European project APIDIS (www.apidis.org), the 

generation of concise video reports of the game 

involves numerous integrated technologies and 

methodologies, including multi-view capture of the 

scene, automatic scene analysis, camera viewpoint 

selection & control, and -ultimately- the generation 

of summaries through automatic organization of 

stories.  

 

Specifically, salient video segments are identified 

based on game actions recognition, which in turns 

rely on player movement analysis and scoreboard 

monitoring. Player detection and tracking rely on 

the fusion of the foreground likelihood information 

computed in each camera view, which overcomes 

the traditional hurdles associated with single view 

analysis, such as occlusions and shadows [6].  

 

Obviously, given the framework presented in Fig.2, 

the more action types are recognized, the more 

opportunities we have to personalize the video 

summaries by refining the benefit function 

definition. In order to produce semantically 

meaningful and perceptually comfortable video 

summaries, based on the extraction of sub-images 

from the raw content, we introduce three 

fundamental concepts, namely ñcompletenessò, 

ñsmoothnessò and ñfinenessò [6].  

 Completeness stands for both the integrity of 

view rendering in camera/viewpoint 

selection, and that of story-telling in 

summary.  

 Smoothness refers to the graceful 

displacement of the virtual camera 

viewpoint, and to the continuous story-

telling resulting from the selection of 

contiguous temporal segments. Preserving 

smoothness is important to avoid distracting 

the viewer from the story with abrupt 

changes of viewpoint. 

 Fineness refers to the amount of detail 

provided about the rendered action. Spatially, 

it favors close views. Temporally, it implies 

redundant story-telling, including replays. 

Increasing the fineness of a video does not 

only improve the viewing experience, but is 

also essential in guiding the emotional 

involvement of viewers through the use of 

close-up shots. 

 

The integrated framework resulting from the above 

consideration is described in [6], and has been 

successfully demonstrated in the context of basket-

ball games coverage. 

 

4. Conclusions 

This letter has surveyed a number of works aiming 

at personalizing the access to content, based either 

on interactive streaming mechanisms, or on user-

driven edition of summary report.  Through the 
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letter, we observe that analysis directly impacts 

personalization mechanisms, in the sense that (1) 

richer semantic knowledge increases the number of 

opportunities for personalization, and (2) an 

increased accuracy of the analysis reduces the need 

for interactivity, since an autonomous system can 

then take the summary edition decisions by itself. 

The letter also reveals that multi-views acquisitions 

offers both effective analysis solutions and 

redundant media content, which in turns increases 

the flexibility when selecting samples to produce 

visually pleasant content. In final, multi-camera 

autonomous production can provide practical 

solutions to a wide range of applications, such as 

personalized access to local sport events through a 

web portal or a mobile hand-set, cost-effective and 

fully automated production of content dedicated to 

small-audience, or even automatic log in of 

annotations. 

 

5. Acknowledgment 

The author thanks European Commission and the 

Walloon Region for funding part of this work 

through the FP7 APIDIS and WIST2 WALCOMO 

projects, respectively. 

 

References 
[1] E. Bomcke and C. De Vleeschouwer, ñAn interactive 

video streaming architecture for H.264/AVC compliant 

players,ò in IEEE Int. Conf. on Multimedia and Expo, 

New-York, USA, 2009. 

[2] I. A. Fernandez, Fan Chen, F. Lavigne, X. Desurmont 

and C. De Vleeschouwer, Browsing Sport Content 

Through an Interactive H.264 Streaming Session, 2nd 

International Conference on Advances in Multimedia 

(MMEDIA), Athens, June 2010.  

[3] I. A. Fernandez, C. De Vleeschouwer, F. Lavigne and 

X. Desurmont, Worthy visual content on mobile through 

interactive streaming, IEEE International Conference on 

Multimedia & Expo, Singapore, July 2010. 

[4] Fan Chen, and C. De Vleeschouwer, A resource 

allocation framework for summarizing team sport videos, 

IEEE Int. Conf. on Image Processing, pp.4349-4352, 

Cairo, Egypt, 2009. Extended version accepted by IEEE 

Trans. On CSVT. 

[5] Fan Chen and C. De Vleeschouwer, Personalized 

production of team sport videos from multi-sensored 

data under limited display resolution, Computer Vision 

and Image Understanding, Special Issue on Sensor 

Fusion, 114(6), 667-680, 2010. 

[6] Fan Chen, D. Delannay, C. De Vleeschouwer, and P. 

Parisot, Multi -sensored Vision for Autonomous 

Production of Personalized Video Summary, in Book 

"Computer Vision for Multimedia Applications: 

Methods and Solutions" (Edited by Jinjun Wang, Jian 

Cheng, and Shuqiang Jiang), IGI Global, September 

2010, ISBN-10: 160960024X. 

 

Christophe De 

Vleeschouwer is a 

permanent Research 

Associate of the Belgian 

NSF and an Assistant 

Professor at UCL. He was 

a senior research engineer 

with the IMEC 

Multimedia Information 

Compression Systems 

group (1999-2000), and a 

post-doctoral Research 

Fellow at UC Berkeley (2001-2002) and EPFL 

(2004). His main interests concern video and image 

processing for analysis, communication and 

networking applications, including intelligent 

vision, content retieval, adaptive transmission, and 

media asset management. He is also enthusiastic 

about non-linear signal expansion techniques, and 

their use for signal compression and interpretation. 

He is the co-author of more than 20 journal papers 

or book chapters, and holds two patents. He serves 

as an Associate Editor for IEEE Transactions on 

Multimedia, has been a reviewer for most IEEE 

Transactions journals related to media and image 

processing, and has been a member of the 

(technical) program committee for several 

conferences, including ICIP, EUSIPCO, ICME, 

ICASSP, PacketVideo, ECCV, GLOBECOM, and 

ICC. He contributed to MPEG bodies, and several 

European projects. He now coordinates the FP7-

216023 APIDIS European project 

(www.apidis.org), and several Walloon region 

projects, respectively dedicated to video analysis 

for autonomous content production, and to 

personalized and interactive mobile video 

streaming.

 

 

  



 

IEEE COMSOC MMTC E -Letter  

http://www.comsoc.org/~mmc/                27/59                      Vol.6, No.1, January 2011 

High-dimensional Media Compression for Interactive Streaming 

Gene Cheung, National Institute of Informatics, Tokyo, Japan 

Ngai-Man Cheung, Stanford University, Stanford, CA 

cheung@nii.ac.jp, ncheung@stanford.edu 

1. Interaction with High-dimensional Media 

Due to the decreasing cost of media capturing 

devices and the proliferation of social networks, 

available media datasets are now in much higher 

dimension than traditional media like 2D images 

and single-view video. For example, multiview 

videos have been captured using up to 100 time-

synchronized cameras [FM06]. Due to inherent 

physical limitations, however, display terminals 

typically show only a subset of the media to the 

viewers in lower dimension (e.g., only a single 

video view can be displayed on a conventional 

monitor at any point in time no matter how many 

views were captured). Typically then, a client 

browses the high-dimensional media by observing 

low-dimensional media subsets in succession 

across time. Interactive streaming captures this 

media interaction between server and client: a 

client continuously requests successive low-

dimensional media subsets of her choosing, and in 

response the server transmits appropriate data for 

the client to reconstruct requested media subsets 

for display. By transmitting only data 

corresponding to the requested media subsets 

instead of the entire high-dimensional media, 

interactive streaming can potentially reap 

tremendous bandwidth saving over non-interactive 

streaming. 

 

2. High-dimensional Data Compression 

Compression of high-dimensional media has been 

intensively studied in the last few years, with the 

aim of improving the overall coding efficiency of 

the entire data set. For example, multiview video 

coding [MVC08] compresses jointly all captured 

images of all views across all time instants for 

optimal rate-distortion (RD) performance.  For 

interactive streaming in a store-and-playback 

scenario (hence real-time encoding is not available), 

however, the compression problem is more 

challenging, because traditional differential coding 

techniques used for coding of correlated data is 

now difficult to employ. Recall that differential 

coding, typical in coding of single-view video, 

assumes a previous frame Fi-1 of time instant i-1 is 

available at decoder for prediction of target image 

Fi of instant i, so that only differential Fi ï Fi-1 

needs to be encoded. If media subset selection by 

client at stream time is not known at coding time, 

then no subset can be assumed to be available at 

decoder with certainty for prediction of the target 

subset, and traditional differential coding cannot be 

applied as is. A simple alternative strategy is to 

forego differential coding all together and encode 

every media subset independently. However, this 

will result in a large server transmission rate, since 

no correlation among subsets is exploited for 

coding gain. 

 

3. Compression for Interactive Streaming 

Over the past few years, researchers have devised 

novel coding structures and techniques to achieve 

different tradeoffs between media interactivity and 

coding efficiency. We provide a brief sampling of 

compression techniques for different interactive 

streaming applications in this paper. They include: 

reversible video playback, interactive light field 

streaming, interactive multiview video streaming, 

and interactive region-of-interest (RoI) video 

streaming. 

 

Reversible video playback such as backward-play, 

backward-step or fast-backward has garnered a fair 

amount of research interest [WV99, LZ01, FC06, 

CW06].  These functionalities are particularly 

useful for surveillance applications, where videos 

may be carefully inspected in both 

forward/backward directions for unusual events.  

Supporting reversible video playback in 

MPEG/H.26X coded videos, however, is a 

challenging task, as differential coding is usually 

employed to encode the video in the forward-play 

direction only.   Simple solution such as encoding 

all frames independently using intra-coding is 

costly for storage and transmission.  Therefore, 

more sophisticated approaches have been proposed.  

For example, [LZ01] presented a MPEG/H.26X 

compatible solution by generating a reverse-

encoded bitstream in addition to the forward-

encoded one.  [CW06] proposed to encode the 

video using distributed source coding (DSC) to 

facilitate reversible playback.  In particular, the 

DSC encoder generates parity information to 

represent the current frame.  The amount of parity 

is chosen so that current frame is bi-directionally 

decodable, i.e., it can be reconstructed using either 

the previous or the subsequent frame as side 

information, for forward- and backward-play, 

respectively. 
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Light field  [LH96] is a large set of correlated 

images of the same static scene taken from a 2D 

array of closely spaced cameras. Typically, a client 

browses the light field data by observing single 

images along a view trajectory (contiguous 

succession of adjacent views) of her own choosing 

across time. This assumption of only neighboring 

view switches implies that one out of a small 

subset of adjacent frames must be available at 

decoder for prediction of the target image during a 

view-switch. [RG04] proposed to differentially 

encode one SP-frame for each predictor frame, so 

that the server can transmit an SP-frame 

corresponding to the predictor frame residing in the 

decoder during stream time. The identical 

construction property of SP-frames ensures the 

same reconstruction of the target image no matter 

which SP-frame (corresponding to the predictor 

frame in the decoder buffer) was actually 

transmitted. Alternatively, [AR04] proposed to use 

DSC instead, where the number of Least 

Significant Bits (LSB) bit-planes that need to be 

transmitted depends on the quality of the side 

information; i.e., the maximum difference between 

the predictor frame at decoder and the target image. 

 

Interactive multiview video streaming is an 

application where a streaming client observes a 

single view a time, but can interactively switch 

views as video is played back in time uninterrupted. 

To provide view switching capability for the 

observer while maintaining good compression 

efficiency, [CO09] developed a redundant P-frame 

representation where multiple P-frames are 

encoded for the same original picture and stored at 

the encoder, each using a different previous frame 

as predictor that was on a possible observerôs 

navigation trajectory. Thus, several P-frames are 

available to reconstruct a given frame when 

different decoding paths are followed. This reduces 

the need for retracing and leads to overall lower 

bandwidth. However, because multiple redundant 

P-frames are stored, overall storage is increased at 

the sender. Note that an indiscriminate use of 

redundant P-frame representation will lead to 

exponential expenditure in storage. To avoid such a 

problem without resorting to bandwidth-expensive 

I-frame, [CO09b] developed novel DSC 

implementations to merge multiple decoding paths 

into a single frame representation. Recent work 

[CC09] discussed preliminary results of using I-, P- 

and DSC frames in an optimized structure for 

interactive multiview video streaming. 

 

Interactive RoI streaming [MB07, MA10] stems 

from the challenge that while videos are being 

captured at increasingly high resolution (e.g., Ultra 

HD), in many cases display terminals could be 

relatively small (e.g., on smart-phones), or the 

communication bandwidth could be limited.  

Interactive RoI streaming addresses the problem by 

encoding the high-resolution videos in a way that 

user-selected RoI can be readily extracted and 

streamed.  This leads to video streaming with 

interactive pan/tilt/zoom functionality, where only 

those regions of the videos that are desired at the 

clientôs end are delivered.  To support interactive 

RoI streaming, [MB07] proposed a spatial-random-

access-enabled video compression algorithm, 

where differential coding is employed but the 

prediction structure is carefully designed to allow 

RoI extraction.  In particular, input video is 

encoded into multiple resolution layers.  Each 

resolution layer is subdivided into different tiles.  

Tiles in high resolution layers are predicted by 

collocated tiles of the lowest resolution layer (base 

layer) of the same time instant.  To facilitate spatial 

random access, no temporal prediction is used for 

high resolution layers.  During the streaming 

session, base layer is always delivered.  Upon 

receiving a RoI request from the client, high 

resolution tiles of the corresponding spatial 

locations are streamed.  Tile size could be 

optimized by considering the tradeoff between 

coding efficiency and pixel overhead. 

 

4. Future Work 

While coding techniques for different interactive 

streaming applications have been proposed to trade 

off compression efficiency with media interactivity, 

several problems remain unsolved towards a 

complete end-to-end networked system. First, if the 

transmission network is packet-loss prone, then an 

irrecoverably lost packet can lead to error 

propagation in differentially coded frames. Due to 

different navigation trajectories possible in 

interactive streaming, anticipating this error 

propagation a priori at coding time and devising an 

appropriate coding strategy to contain the damage 

is one open problem. Second, typical transmission 

networks exhibit non-negligible round-trip-time 

(RTT) delay between server and client, which 

greatly affects the reaction time of each clientôs 

media subset request. How intelligent coding 

structures and streaming protocols can be co-

designed to overcome this RTT interactive delay is 

another open problem. We invite researchers in the 

media communication research field to tackle these 

challenging problems in interactive streaming. 
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1. Introduction  

It has becoming more and more popular for users 

to generate and share the media content on 

different types of terminals and networks through 

diverse portable mobile devices such as PDA, 

handheld PC and cellular phones. The popularity of 

the mobile devices triggers the need for mobile 

users to access and interact with the multimedia 

content anywhere at any time. To facilitate mobile 

usage, mobile devices are usually designed to be 

light weight and to serve the short viewing 

distance. On one hand, such a design benefits 

mobility and allows ubiquitous access of 

multimedia content; on the other hand, it has been 

the main reason for the small display size of mobile 

device and the main limiting obstacle to affect 

userôs viewing experience. 

 

Recent developments towards ubiquitous 

multimedia and the pressing need of improving the 

userôs media experience have invoked the 

paradigm shifting from traditional device-centric 

multimedia to contemporary user-centric 

multimedia. In this new paradigm, users are placed 

in the center of ubiquitous multimedia environment 

and are provided with access to personalized 

multimedia content intelligently. Regardless of 

mobile device type and capabilities, seamless 

access is desired to maximize the quality of 

experience for mobile users, based on the media 

content and userôs intention. To achieve such a 

goal, proper adaptation on high resolution media 

content is necessary to fit the various limited 

display of mobile devices, the heterogeneity of 

network links, and distinct customer intention of 

mobile users. 

 

To obtain adaptation results which are consistent 

with the media contents and mobile user intentions, 

the semantic gap and user intention gap are two 

critical challenges that need to be properly 

addressed. According to 0, human tends to view 

and comprehend the images based on semantics 

which refers to the creatures and objects 

comprising the scene and the relations among the 

entities. Semantic based image adaptation aims at 

providing mobile users better perceptual 

experiences. To carry out semantic based image 

adaptation, semantic analysis to extract the key 

persons or objects and associate them with high 

level concepts 0 is an indispensible step. The well 

known ósemantic gapô 0 between low level visual 

features and high level concepts is one critical 

challenge we have to address for image adaptation. 

 

The second critical challenge in image adaptation 

is how to narrow down the mobile user intention 

gap. The mobile user intention gap is caused by the 

following: 1) The mobile device interface poses 

great difficulty in obtaining usersô real intentions 

because it often does not allow complicated inputs 

and frequent interactions. 2) The intention gap is 

further broadened on mobile devices by the small 

displays of mobile devices. When high definition 

images are presented on small mobile devices, 

direct down sampling to meet mobile display 

capacity may lead to unacceptable quality or even 

unrecognizable images. 

 

In this research, we develop a novel semantic 

image adaptation scheme for heterogeneous mobile 

display devices. This scheme integrated the content 

semantic importance with user preferences under 

limited mobile display constraints. The main 

innovations of the proposed scheme are: 1) 

seamless integration of mobile user supplied query 

information with low level image features to 

identify semantically important image contents. 2) 

Integration of semantic importance and user 

feedback to dynamically update mobile user 

preferences. 3) Perceptually optimized adaptation 

for image display on mobile devices. 

 

2.  Mobile User Guided Adaptation System 

2.1. System Components 

As shown in Figure 1(a), the proposed system 

consists of (1) an adaptation proxy to process user 

request and feedback as well as to carry out 

semantic extraction, user preference learning and 

adaptation; (2) a server/database hosting original 

consumer photo content.  We assume the 

annotation of the server side media content is 

processed off-line while the user request and 

feedback processing is carried out in real time. 
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2.2. System Workflow 

The proposed system works as follows. As shown 

in Figure 1(b), a user first inputs the semantic 

request in the form of the keywords for the desired 

media content through the user interface at the 

mobile device. Such a semantic request is then sent 

to the query processing module of the adaptation 

proxy. As most people would like to input the 

activities or events as the keywords, we assume the 

system takes queries in the form of events. Upon 

preprocessing, a request containing the semantic 

event information is forwarded to the server or 

database, where the media contents are assumed 

already tagged with event concepts and other 

annotations. The database retrieves the photos best 

matching the request and sends the top thumbnail 

retrieval results to adaptation proxy. 

 

Afterwards, as illustrated in Figure 1(c) and (d), 

user selects thumbnails containing his/her 

interested contents and then the server sends the 

selected full size image to the adaptation proxy. 

The original full size media contents stored on the 

server cannot be directly displayed on the user 

mobile devices due to the mismatch between these 

usually high resolution of original images and the 

small display size and resolution of the mobile 

devices. To provide optimal user perceptual 

experiences, media content adaptation is necessary 

to adapt the original media content into the 

personalized form that is semantically important 

and perceptually optimal to the current userôs 

interests while still meeting the display size 

limitation. 

 

To refine the adaptation for mobile usersô interests, 

user feedback is designed to learn the mobile user 

preference as shown in Figure 1(c) and (d). Since 

the system initially has no idea about the individual 

userôs true query intention, when retrieving the first 

batch of images for the given query of the current 

mobile user, he/she can select several thumbnails 

of interest as shown in (c). Then, the adaptation 

proxy will present four adaptation candidates for 

each selected image. Next, the mobile user can 

grade these adaptation candidates with preference 

values to them. Afterwards, the preference values 

are fed back to the adaptation proxy for user 

preference learning. Subsequently, as shown in (d), 

when the user select an image of interest, the 

system will present the optimal personalized 

adaptation to the user under the mobile display 

constraints and update the user preference 

continuously. 

 

In the proposed system, mobile user supplied 

semantic information is seamlessly integrated with 

low level media features for important contents 

extraction. The user feedbacks are integrated to 

learn and update the mobile user preference. Based 

on the display capacity and the individual mobile 

user preference, the adaptation decision module 

determines the parameters for adaptation 

manipulation to select and resize contents of 

different significances. These parameters are fed 

into adaptation server to generate optimal 

adaptation results to send to the mobile users.  This 

system intends to provide mobile user desired 

photo adaptation with personalized optimal 

perceptual experience under various limited display 

sizes. This paper mainly focuses on the semantic 

extraction, mobile user preference learning and 

adaptation modules, which will be introduced in 

details in the following sections. 

 

3. Brief Description of Key Components 

 

3.1. Mobile User Guided Adaptation System 

To provide high quality semantic adaptation under 

 
Figure 1. System Framework (a) General system 

(b) User query processing (c) Semantic image 

adaptation for mobile user preference learning (d) 

Mobile user guided semantic photo adaptation. 
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display limitations, it is necessary to identify the 

location of the semantically important objects with 

different relevance to the corresponding events 

such as bride in wedding photos. In this research, 

to extract these key contents, we design a Bayesian 

fusion approach to properly integrate low level 

features with high level semantics. The innovation 

of the proposed extraction method resides in the 

seamless integration of user provided semantic 

information with the low level media features, by 

which the semantically important and probably 

user interested contents are extracted for media 

adaptation. Low level features are extracted in a 

bottom-up fashion while the high level semantic 

extraction is obtained in a top-down style. The 

proposed semantic object extraction is shown in 

Fig. 2. The details of the Bayesian fusion can be 

found in [4]. 

 

 

3.2. User Preference Learning for Adaptation 

To present adaptation results that are truly 

consistent with the mobile userôs true interest, it is 

necessary to fine tune the importance of extracted 

objects and make them matched to the mobile usersô 

preference. Since mobile user preferences are 

subjective measures varied among individuals, it is 

necessary to learn from users the subjective 

Preference Value (PV) on different objects. We 

adopt the well-known relevance feedback concept 

[5] to bridge the intention gap in retrieving more 

relevant images consistent with userôs interests. 

 

The feedback process for user PV learning and 

updating is illustrated in Figure 3. For each query, 

since the system has no idea initially about the 

mobile userôs preference, it will allow the user to 

select several images to learn the userôs interests 

through the user feedback scores upon those 

adaptation candidates for the selected images. In 

our implementation, four images are selected 

initially for user preference learning. For each 

image, four adaptation candidates are presented. 

Due to the small display, each time, only the four 

adaptation candidates for one image are displayed 

for grading. All graded scores of the mobile user 

for the sixteen adaptation candidates are utilized 

for user preference learning. 

 

After learning from the first batch of adaptation 

candidates, reasonable PVs upon different objects 

have been obtained. Later on, whenever the mobile 

click an image, the system will automatically adapt 

the image based on the PVs of objects to display. 

Also, four personalized adaptation results will be 

shown for user selection. The user can decide 

whether to grade them or not depending on his 

satisfactory degree on them. If he selects one to 

display without grading, it means that the 

adaptation is satisfactory enough and the PVs need 

no more update. If he is not satisfactory on the 

adaptation result, he will grade the results and the 

PVs of objects will be updated by the new scores 

obtained. 

Figure 3. Feedback process for PV learning and 

updating.  

 

3.3. User Centric Semantic Adaptation  

The goal of user centric adaptation is to 

simultaneously panelize the selection of contents 

not preferred by the user and reward the user 

preferred objects with high quality depending on 

the degree of their relevance to user, under the 

limited mobile display constraints. In the PV 

learning stage, before getting the user feedback, we 

can assign objective semantic importance (OSI) to 

meaningful objects. By the integration of OSI and 

feedback, we have already obtained such relevance 

of different objects to different mobile users which 

are denoted as PVs. In the following step, we 

utilize the PVs of objects to guide the adaptation to 

provide the mobile user the best possible 

perceptual experience. The optimal adaptation is 

 

Figure 2. Semantic Extraction: Bayesian fusion of 

bottom-up low level features and top-down high 

level semantics. 
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performed and presented by formulating it into an 

information fidelity (IF) maximization problem as 

discussed below.   

 

In this image adaptation model, each extracted 

semantically important object is assigned three 

attributes: region, Preference Value (PV) and 

minimum acceptable size (MAS). The regions of 

objects are obtained in the semantic adaptation 

process as described before. The PVs of objects are 

converged to the values consistent with the current 

userôs preference by the integration of OSI and the 

userôs feedbacks. The MAS of objects of interest is 

calculated by the MAS determination scheme that 

considers the information loss curve introduced by 

image region down scaling analyzed by Kullbackï

Leibler divergence [6]. Once the value of MAS is 

obtained, we measure the information loss caused 

by adaptation. The details of MAS determination 

can be found in [7]. 

 

4. Results 

We build our consumer photo dataset of various 

images with different sizes obtained from popular 

Web sites, such as GOOGLE, FLICKR, and 

PICASA, etc. For each event concept, there are 100 

photos. We conduct the experiments for the 

following five event concepts: wedding, 

graduation, baseball, football, and beach fun, on 

the consumer database using 500 images. For each 

concept, we use half of the photos as training set 

and the other half as test set. 

 

We conduct experiments on semantic extraction for 

each event concept to compare our proposed fusion 

scheme with the bottom-up only and top-down 

only schemes. We use F-measure to evaluate the 

deviation of the detected bounding box. F-measure 

is the weighted harmonic mean of precision and 

recall with a non-negative ɓ:  

(1 )

e

Precision Recall
F

Precision R call
      (1)  

We set ɓ =0.5 as in 0. The comparison result 

is demonstrated in Table I.  

 
TABLE I 

F-MEASURE COMPARISON OF DETECTION RESULTS 

Event 
Bottom-

up 
Top-down Integration 

Wedding 0.70 0.76 0.85 

Graduation 0.87 0.81 0.90 

Baseball 0.75 0.76 0.88 
Football 0.88 0.79 0.88 

BeachFun 0.89 0.79 0.90 

 

In the experiment, each test image is adapted given 

the target display size of 120 x 160 and 240 x 320, 

respectively. Our user guided semantic adaptation 

scheme is compared with results from direct down-

sampling, attention-based adaptation approach [9] 

utilizing saliency and face detection, since most of 

the existing adaptation approaches such as in [10] 

are based on saliency and face detection. The 

results show that the proposed scheme can catch 

and highlight the objects that generally users are 

more interested in and can use the small screen of 

mobile device better than the direct resizing and 

attention-based adaptation schemes.  

 

To validate that the proposed user preference 

learning and updating scheme can better catch 

individual userôs interested objects and perform 

personalized adaptation to improve perceptual 

experience of users, we design experiments to 

quantify the improvement in adaptation results. 

 

To compare the adaptation results based only on 

semantics, the results based on learned PVs of 

objects and the results from direct down sampling, 

10 users are invited to provide their assessment to 

the three groups of adaptation results. Each user 

select 20 images from database and the three 

adaptation schemes are performed to the selected 

images. The subjective scores range from 1 to 9, in 

which scores 1-4 refers to non-relevant, scores 6-9 

refers to relevant to the user interests, and 5 is no 

opinion. The larger the score of the result, the more 

satisfactory the user is.  In Figure 7, the means of 

subjective scores of each user are drawn for 

adaptation results based on user preference, 

semantics and direct down sampling under mobile 

display of 320×240 and 176×144, respectively. 

 

In Table II , the average scores of the adaptation 

results of all users using the three methods are 

shown. It demonstrates that the personalized 

adaptation results based on user feedback indeed 

provide more satisfactory results to the users. 

 

To better illustrate the effectiveness of the 

proposed personalized adaptation, in Figure 8, we 

demonstrate the example adaptation results for two 

users with different preferences in wedding event 

given mobile display resolution of 176 ×144. One 

user is interested in bride only and the other is 

interested in both bride and groom. In this 

experiment, the same four images are used to learn 

their preferences respectively. In this figure, it 

shows the best adaptation results with learning in 

terms of the total information fidelity for the two 

users in (b) and (c), respectively, after user 
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preference learning. It shows that the adaptation 

results are indeed personalized effectively 

according to their feedbacks. 

 

 

 
(a) 

 
(b) 

Figure 7.  Means of subjective scores of 

each user for adaptation results using three 

methods: (a) Score distribution for 320×240 

display size (b) score distribution for 

176×144 display size 

 

TABLE II  
SUBJECTIVE SCORE COMPARISON OF ADAPTATION RESULTS   

 

Resoluti
on 

Adaptation 

with 

preference 

Semantic 

based 

adaptation 

Direct down 
sampling 

320×240 7.83 7.61 6.78 

176×144       7.57 7.28 6.42 

 

5. Conclusions 

A novel semantic image adaptation scheme has 

been developed for mobile display devices. This 

scheme aims at providing mobile users with most 

desired image content by integrating the content 

semantic importance and user preferences under 

the limited mobile environment constraints. 

Furthermore, to bridge the semantic gap for 

adaptation, we have designed a Bayesian fusion 

approach to properly integrate low level features 

with high level semantics. To handle the preference 

variations among different mobile users, mobile 

user relevance feedback scheme has been 

developed to learn and update user preferences. 

Extensive experiments have been carried out to 

validate the proposed adaptation scheme. The 

experiments show that by adopting the proposed 

semantic adaptation scheme with integration of the 

semantics and mobile user preferences, 

perceptually highly relevant image adaptation can 

be effectively carried out to match the user 

intentions under the mobile environment 

constraints. We expect that the closing of semantic 

gap and user intention gap will continue to improve 

the personalized adaptation results to provide 

mobile users with improved perceptual experiences.  

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 8.  Example personalized adaptation 

results: (a) Original image (b) adaptation result 

(176×144) for user prefers bride (c) adaptation 

result (176×144) for user prefers bride and groom 

both  
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